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A comparison between the Σ-Y atomization model and a classical DDM approach has been carried
out for diesel spray computational fluid dynamics (CFD) simulations. The Σ-Y model, originally
proposed by Vallet and Borghi, is based on a Eulerian representation of the spray atomization and
dispersion by means of a single-fluid variable density turbulent flow. The locally homogeneous flow
approach has been applied to develop a spray vaporization model based on state relationships. A
finite-volume solver for model equations has been created using the OpenFOAM CFD open-source
C++ library. In the case of the Lagrangian-discrete droplet method (DDM) approach, the original
dieselFoam solver of OpenFOAM is used. Model predictions have been compared to experimental
measurements of free diesel sprays under vaporizing conditions from the database of the Engine
Combustion Network (ECN). Accurate predictions of liquid and vapor spray penetration, as well
as mixture fraction, can be achieved for the nominal condition with both models, although DDM
simulations tend to be less accurate. Additionally, the near nozzle flow structure of the Spray A
condition of ECN is also studied with both models. The conclusion is a more accurate prediction of
the near-field internal structure of the spray in the case of the Eulerian model, due to both a higher
mesh resolution and a more adequate modeling approach. Consequently, results shown in this work
put in evidence the benefits of using a Eulerian model to predict qualitatively and accurately the
diesel spray behavior under different ambient conditions and injection pressures.
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1. INTRODUCTION

Regulations on diesel engine pollutant emissions have become more restrictive in the last
years all over the world and specially in the European Union. Furthermore, the prices
of the fossil fuels, mostly used by means of transport, have been continuously increas-
ing and are expected to do so in the near future. Thus, it is necessary to achieve both
a maximum efficiency and as a reduction of pollutant emissions in diesel engines. To
accomplish this goal, the understanding of fuel injection processes and subsequent fuel-
air mixing formation is essential because they play a major role in combustion and also
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NOMENCLATURE

A surface area production rate
a surface area production rate
Cε modeling constant for turbulence

closure
D Nozzle orifice outlet diameter
DΣ suitable diffusion coefficient
h enthalpy
k turbulent kinetic energy
L Nozzle orifice length
MWF molecular weight of fuel
MWamb molecular weight of all gaseous

ambient species
ṁ air entrainment
ṁ0 mass fuel flow at the nozzle exit
p pressure
pv vapor pressure
r Nozzle orifice inlet radius
Sc Schmidt number

Vs coalescence interface destruction
coefficient

Y liquid fraction

Greek Symbols
ε turbulent dissipation rate
µ viscosity
ρ density
τ time scale
Σ mean interfacial surface-area density
σ surface-tension coefficient

Superscript
′ fluctuating quantity

Subscript
g gas quantity
l liquid quantity

pollutant formation. Therefore, an accurate prediction of these processes is required to
produce reliable engine performance and emissions predictions. Diesel spray modeling
is still a challenging task due to the complex interrelated phenomena involved; some
of them, such as primary atomization (Gorokhovski and Herrmann, 2008) and nozzle
cavitation (Schmidt and Corradini, 2001), are not fully understood.

Diesel spray modeling has been carried out by means of the discrete droplet method
(DDM) (Dukowicz, 1980) for more than30 years. This method applies a Lagrangian
description of the liquid spray, using parcels (statistical representations of a number of
individual fuel droplets with the same properties) that are injected in the gaseous phase.
The DDM method presents some well known drawbacks for dense two-phase flow mod-
eling. Some basic hypotheses, such as low liquid volume fraction or homogeneously dis-
tributed parcels in the computational cells, are not valid in the near nozzle flow of diesel
sprays. It is often necessary to use grid sizes larger than the orifice diameter, result-
ing in inadequately resolved flow structures, to prevent some numerical stability prob-
lems (Abraham, 1997; Iyer and Abraham, 1997). These issues usually require a “best-
practice” approach when using this method (Abraham and Picket, 2010; Lucchini et al.,
2011; Som and Aggarwal, 2009). A recent work by Senecal et al. (2012) achieved grid-
convergent diesel spray DDM simulations using an improved particle-tracking algorithm
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(Are et al., 2005). This showed that grid-dependency issues usually reported can be over-
come, but not other DDM approach limitations for dense spray simulations.

Experimental measurements conducted by Siebers and simple 1-D models (Siebers,
1998, 1999, 2008) show that characteristic vaporization lengths in DI diesel sprays can
be predicted by the means of mixing-controlled assumptions. An implication of these
finding is that under current diesel injection conditions, turbulent mixing and gas en-
trainment may be the dominant phenomena with respect to fuel vaporization. Taking
that into account, a model that emphasizes them would be a potentially better approach.
Thus theΣ-Y atomization model (Vallet and Borghi, 1999) has emerged for diesel spray
simulations (Desportes et al., 2010; Garcı́a-Oliver et al., 2013; Lebas et al., 2009; Ning
et al., 2009; Salvador et al., 2014; Xue et al., 2014) as a promising alternative to the
classical Lagrangian models. In this kind of model, an Eulerian description is applied to
solve the two-phase flow together with an interface surface density equation to compute
the extent of the atomization process. It is a natural approach for including nozzle geom-
etry flow effects on spray calculations (Ning et al., 2009) and a more suitable description
for the primary atomization occurring in the near-field of diesel sprays (Blokkeel et al.,
2003; Xue et al., 2014).

In the present work, two different spray modeling approaches, namely a fully Eule-
rian and an Eulerian-Lagrangian one, are compared using the OpenFOAM (Weller et al.,
1998) computational fluid dynamics (CFD) Framework against experimental measure-
ments available from the database of the Engine Combustion Network (ECN, 2012).
ECN has the purpose of coordinating international collaboration among experimental
and computational researchers in the complex area of engine combustion research. The
data were obtained from well-documented experiments made on specific rigs for spray
characterization. These data include both global and local parameters, such as tip pene-
tration (vapor and liquid fuel phases) and fuel vapor mixture fraction, over a wide range
of ambient and injection conditions. Furthermore, measurements from the Advanced
Photon Source (APS) at Argonne National Laboratory (ANL) (Kastengren et al., 2012b)
have also been used, which provide unique near nozzle projected liquid mass distribu-
tion. All these data together enable a complete and detailed model validation and evalua-
tion. The aim of the article is to use the ECN measurements as a reference of comparison
between the two different CFD approaches for modeling diesel sprays and to evaluate
the advantages of theΣ-Y eulerian model over the DDM method.

2. MODEL DESCRIPTION

2.1 Σ-Y Model

TheΣ-Y model considers the liquid–gas mixture as a pseudo-fluid with a single veloc-
ity field. Under the assumption that the flow exiting the injector is operating at large
Reynolds and Weber numbers, it is possible to assume a separation of the large scale
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flow features, such as mass transport, from the atomization process occurring at smaller
scales. This allows the direct simulation of the large scale bulk transport of the liquid
while unresolved turbulent transport is modeled using standard closures such as those
used in Reynolds-averaged turbulence models.

To track the dispersion of the liquid phase, an indicator function is used taking a
value of unity in the liquid phase and zero in the gas phase. The mean liquid volume
fraction is denoted (Y ) and the mean mass averaged fraction is defined as (Ỹ = ρY /ρ̄).
Favre averaging the transport equation for the liquid mass fraction yields,

∂ρ̄Ỹ

∂t
+

∂ρ̄ũiỸ

∂xi
= −∂ρ̄ũ′iY ′

∂xi
− ρ̄

˜̇Y vap (1)

whereu′ denotes the density weighted turbulent fluctuations in velocity,Y ′ denotes tur-
bulent fluctuations in liquid mass fraction, and the last term accounts for vaporization,
which will be discussed later. The turbulent diffusion liquid flux captures the effect of
the relative velocity between the two phases (Vallet et al., 2001). While the approach
used here assumes that the resolved momentum of the liquid–gas mixture can be charac-
terized by a single bulk velocity, the slip velocity can be expressed explicitly as derived
by Demoulin et al. (2007):

ui|l − ui|g =
1

Ỹ
(
1− Ỹ

) · ũ′iY ′ (2)

Under the assumption that the two phases form an immiscible mixture, the mass-
averaged value of the indicator function is related to the density by

1
ρ̄

=
Ỹ

ρl
+

1− Ỹ

ρg
(3)

An equation of state is then assigned to each phase. The gas phase obeys an ideal gas law,
while the liquid phase is estimated following the Hankinson–Brobst–Thomson (HBT)
correlation (Reid et al., 1987), in which the liquid density is a function of temperature
and pressure.

To finally close the preceding system of equations, the temperature is obtained from
a bulk mixture enthalpy equation, and closures must be given for the terms resulting from
Favre averaging. The closure in the liquid mass transport equation is assigned using a
standard turbulent gradient flux model,

ρ̄ũ′iY ′ =
µt

Sc
∂Ỹ

∂xi
(4)

and the closure corresponding to the Reynolds stresses in the momentum equation is
given by a standardk-ε model (Launder and Spalding, 1972).
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The solution of the preceding equations fully characterizes the large-scale bulk mo-
tion of the flow. Several other options exist for obtaining closure in this system of equa-
tions [see, e.g., the discussion in Demoulin et al. (2007) and Trask et al. (2012)]. Con-
versely, the small scale atomization is modeled by solving a transport equation for the
evolution of the density of interphase surface areaΣ, originally proposed by Vallet and
Borghi (1999). The evolution equation is given by

∂Σ
∂t

+
∂ũjΣ
∂xj

=
∂

∂xj

(
DΣ

∂Σ
∂xj

)
+ (A + a) Σ− VsΣ

2 − ¯̇Σvap (5)

A detailed explanation of the different terms of the previous equation can be found in
Garćıa-Oliver et al. (2013).

To account for spray evaporation, both an additional transport equation for vapor
fuel mass fraction and a procedure for calculating the source term from Eq. (1) have to
be added to the model. The transport equation can be written in a similar way to the
conservation of liquid fuel as

∂ρ̄Ỹv

∂t
+

∂ρ̄ũiỸv

∂xi
= −∂ρ̄ũ′iY ′

v

∂xi
+ ρ̄

˜̇Y vap (6)

A standard turbulent gradient law is used for closure in this transport equation, sim-
ilarly to the liquid phase [Eq. (4)]. The sink and source terms for fuel liquid–vapor
transport equations are calculated in terms of a rate needed to achieve local adiabatic
saturation conditions. This can be written as

Ẏv =
Yv,sat− Ỹv

τevap
(7)

whereỸv is the local vapor fuel mass fraction,Yv,sat is the value of vapor fuel mass
fraction under adiabatic saturation conditions, andτevap is a relaxation time. The latter
parameter has been set equal to the computational time step, so that the local value of
the vapor fuel mass fractioñYv tends to the objective valueYv,sat in one computational
time step (characteristic time of the computation).

Finally,Yv,sat is calculated by means of a locally homogeneous flow (LHF) approach
(Faeth, 1983). According to that, state relationships are applied to describe spray ther-
modynamic conditions under the assumption of local thermodynamic equilibrium. The
enthalpy for the mixture is expressed in the following terms:

h (T ) = Y · hf,l (T ) + Yv · hf,v (T ) + (1− Y − Yv) · ha (T ) (8)

Together with the thermodynamic liquid-vapor equilibrium assumption, the local
vapor pressure (pv) is determined from the local temperature and thus composition can
be derived (Pastor et al., 2008). The equilibrium local fuel vapor mass fraction is then
related to the vapor pressure by
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Yv,sat =
MWF + Y · (MWamb−MWF )
MWF + (p/pv − 1) ·MWamb

(9)

whereMWi corresponds to the molecular weights of each phase.Yv,sat is then fed into
the vaporization term of the transport equation. Further description about the numerical
implementation can be found in Garcı́a-Oliver et al. (2013).

2.2 DDM Model

The solver dieselFoam (K̈arrholm et al., 2008) from the open source CFD package Open-
FOAM (Weller et al., 1998) was used for DDM spray calculations. This code solves the
gas phase in a Eulerian framework, while the liquid fuel spray is treated by a standard
DDM approach (Dukowicz, 1980). Parcels, representing a class of identical noninteract-
ing spray droplets, are tracked through the physical space in a Lagrangian way, taking
into account the mass, momentum, and energy exchange with the gas phase. Further-
more, several submodels are applied by the dieselFoam solver to model the physics of
the fuel spray, and the adopted turbulence model accounts for the turbulent mixing of fuel
and air. This turbulent flow is modeled via Reynolds averaged Navier Stokes (RANS).
There are no source terms in the turbulence equations in this solver due to spray inter-
action, and therefore turbulence is only influenced by the Lagrangian phase through the
momentum transfer and generation of velocity gradients (Kärrholm et al., 2008). The
turbulence model used in this study was the standardk-ε model.

The Kelvin–Helmholtz/Rayleigh–Taylor (KH-RT) hybrid model (Beale and Reitz,
1999) was adopted in this work. The fundamental mechanisms that govern spray breakup
in the model are the Kelvin–Helmholtz and Rayleigh–Taylor instabilities. In the Kelvin–
Helmholtz model, the stability analysis provides a dispersion equation that relates the
growth of an initial perturbation of infinitesimal amplitude on a liquid surface to its
wavelength and other physical and dynamic parameters of both the injected liquid and
the ambient gas. The rate of change of the radius of the parent droplet is calculated using

dr

dt
=

r − rc

τKH
(10)

whererc is the newly created parcel radius andτKH is the breakup time defined by

τKH =
3.726B1r

ΩKHΛKH
(11)

whereB1 is a calibration constant andΩKH andΛKH are the frequency of the fastest-
growing wave and its corresponding wavelength, respectively.

The Rayleigh–Taylor model is based on a second type of instability associated with
the rapid deceleration of the droplets. If the wavelengthΛRT of the faster-growing wave is
smaller than the droplet diameter, the RT waves start to grow on the droplet surface. The
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lifetime of the growing RT waves is tracked from then on, and when the lifetime exceeds
the characteristic breakup time defined in Eq. (12), a catastrophic breakup occurs and
the radius of the new droplet is given by Eq. (13)

τRT =
Cτ

ΩRT
(12)

rc =
πCRT

KRT
(13)

whereΩRT is the frequency of the fastest-growing wave,KRT is the wave number, and
Cτ andCRT are model constants.

It is important to note that the concept of liquid core length was introduced in the
original KH-RT hybrid model of OpenFOAM. Assuming that a liquid core exists in the
near nozzle region, this means that the spray breakup occurs in a different way before
and after the breakup length. With this concept, the RT model only affects the droplets
beyond the breakup length. Breakup length is defined by Levich (1963) as

LC = CBU · d0

√
ρl

ρg
(14)

whered0 and CBU are the nozzle diameter and the calibration constant, respectively.
Parcels within the intact core of the liquid fuel jet are only affected by atomization but
neither by drag nor by evaporation, while droplets outside this core length are subjected
to breakup, drag, and evaporation. A similar modeling approach is presented in Lucchini
et al. (2011).

Regarding droplet evaporation, the Ranz–Marshall model was selected (Crowe et al.,
1997). Neither droplet collision nor coalescence was taken into account in this study.

3. EXPERIMENTAL DATA

To evaluate the models, the ECN Spray A database (ECN, 2012; Kastengren et al.,
2012a) has been used. The ”Spray A” condition consists of a free diesel spray injected
into a quiescent environment, where well-defined boundary conditions and experimen-
tal data are available for model validation purposes. The nominal condition for Spray
A corresponds to 150 MPa injection pressure, 900 K ambient temperature, and 22.8
kg/m3 as ambient density. Parametric variations are performed based on this reference
case.

Detailed internal nozzle geometric characterization has been performed for the in-
jectors employed in these experiments, where the main characteristics are presented in
Table 1.D, L, andr denote nozzle orifice outlet diameter, length, and inlet radius, re-
spectively. The nozzle convergence is described by thek-factor, as defined in Macián
et al. (2003).
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TABLE 1: Nozzle geometric characteristics for vaporizing
sprays (ECN injectors)

Injector serial no. D (mm) L/D r/D k-factor
210675 0.0894 11.5 0.23 2.7
210677 0.0837 12.3 0.18 3.2

In addition to standard spray characterization parameters such as liquid length, mea-
sured using diffused back-illumination (DBI), and vapor tip penetration, performed by
means of Schlieren imaging (Bardi et al., 2012), a remarkable feature is that local air–
fuel ratio measurements have been performed using the Rayleigh scattering technique
(Pickett et al., 2011). The latter data enable a complete analysis for validation and eval-
uation of CFD models, both in global and local terms.

Additionally, the Spray A condition of ECN is also used to evaluate the models in
terms of near-field structure (dense region) of diesel sprays. This experiment is con-
ducted with the ambient gas at room temperature (303 K) due to the X-ray transparent
polymer windows used, which cannot be used at high temperature. Nevertheless, the
same ambient density of the nominal evaporating Spray A condition is matched to re-
produce similar conditions for the spray breakup process, assuming that density is a more
critical parameter than pressure for atomization (Naber and Siebers, 1996). X-ray radio-
graphy measurements available in the ECN Spray A database for this condition provide
unique insights into the internal structure of diesel sprays and are a most valuable tool
for CFD model developers.

4. MODEL SETUP

A series of studies have been run with both CFD models. The injector serial and the
ambient conditions of every case are presented in Table 2.

TABLE 2: Simulated cases conditions (ECN injectors)

Injector serial no. Pinj (MPa) Tamb (K) ρamb (kg/m3)
210677 (Baseline) 150 900 22.8

Near-field Study
210675 150 303 22.8

Ambient conditions Study
210677 150 1100 15.2

Injection pressure Study
210675 150 900 22.8
210675 100 900 22.8
210675 50 900 22.8
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4.1 Σ-Y Model

To simulate the diesel sprays with theΣ-Y model, a 2-D axisymmetric computational
domain is used, considering the nozzle geometry and RANS turbulence modeling ap-
proach. The mesh is structured with nonuniform grid resolution. There are 10 cells along
the orifice diameter, keeping an aspect ratio close to 1 in the near nozzle region, as de-
picted in Fig. 1. The nonuniform grid resolution consists of cells with an expansion ratio
of 1.01 and 1.06 in the axial and radial directions, respectively. This size distribution
was chosen, and used in the following calculations, after a mesh size convergence study
performed due to the capability of the model to allow mesh refinement to achieve grid
independent results.

The discretization of the divergence terms was solved with a Gamma NVD scheme,
and a first-order Euler scheme is applied for time derivative terms. The inlet velocity
boundary condition is obtained from mass flow rate and momentum flux measurements,
applying a constant radial profile of axial velocity and density at nozzle outlet. The
turbulent intensity was set to 5% and the length scale to 10% of nozzle diameter. Owing
to the well-known round jet spreading overprediction ofk-ε type models (Pope, 1978),
a corrected value (1.60) forC1ε is used. Pope (1978) has previously suggested that the
latter value should be used for round jets. The liquid turbulent flux closure (Lebas et al.,
2009) is calculated by means of a gradient closure with Sct = 0.9.

With this setup spray tip penetration, fuel mass fraction field, and quasi-steady liquid
length can be accurately predicted for a large range of ambient gas conditions that are
normally present in diesel engines. More details on the setup with theΣ-Y model can be
found in Garćıa-Oliver et al. (2013).

4.2 DDM Model

In this work, the model domain used to perform all the DDM calculations, as in the case
of the other CFD approach, consists of a 2-D axisymmetric structured mesh. Based on a

FIG. 1: Computational grid forΣ-Y model simulations. The inset shows the mesh near
the nozzle exit.
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model setup proposed by López et al. (2013), a calibration process, including mesh size,
turbulence model, and spray submodels constants, was carried out to determine the best
parameters to properly reproduce the reference case of the Spray A condition.

Because of the high sensitivity of the Lagrangian submodels to the cell size in con-
nection with the time step size, the cell size was determined in a parametric validation
process. In this calibration study, four different meshes were evaluated to model the
Spray A base condition, a coarse grid with square 0.5 mm cells, a refined grid in ra-
dial direction with 0.5× 0.25 mm cells, a refined grid in both directions with 0.25 mm
squared cells, and a more refined grid in radial direction with 0.25× 0.125 mm cells.
These grid resolutions are typical for RANS spray simulations as described in Lucchini
et al. (2011) and Senecal et al. (2012).

In Fig. 2(left), vapor and liquid penetration predicted by the DDM model using the
four different meshes are compared with the experimental measurements. In addition to
this, an analysis of the air entrainment process is made in terms of the total to initial
mass flux ratio (̇m/ṁ0) to better understand the model predictions in Fig. 2(right). This
air entrainment is computed as a function of axial distance, considering that the spray
radial limit is located at the radial position where the velocity is equal to1% of the
on-axis velocity.

Penetration results show that the coarse mesh is not good enough for this simulation
and both vapor and liquid penetration are underpredicted. Entrainment plots show that
the coarse mesh results in a significantly higher entrainment in the near-nozzle region,
but further downstream the entrainment rate (i.e., a slope in the curve) is lower than for
the other three cases. This can be explained as a result of faster momentum transfer in
the near-nozzle region from the fuel to the air in the coarse grid, and because of that, a
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FIG. 2: (left) Vapor penetration and liquid length for DDM solver simulations and (right)
computed air entrainment normalized at 2.0 ms after SOI, mesh calibration: Injector
210677.Pinj = 150 MPa,Ta = 900 K, andρa = 22.8 kg/m3.
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lower penetration is reached compared to the other three cases. On the other hand, when
the most refined mesh is used, a slightly lower axial air entrainment in the near nozzle
region of the jet is reached, therefore liquid droplets are transported farther from the in-
jector nozzle before their complete evaporation and thus the predicted liquid penetration
is scarcely higher. However, once the droplets have been evaporated, the air entrainment
rate increases to higher values than for the other cases, even than the coarse mesh one,
and therefore penetration tends to be underpredicted. In this case, it has to be noted that
with higher spatial resolution, the volume fraction of the computational cell occupied
by the liquid becomes too large and, as a result, the main hypotheses of the Lagrangian
approach are not fulfilled. This could explain the noticed lack of convergence in the
results. Similar trends with a highly refined grid resolution were observed in Lucchini
et al. (2011). The two intermediate meshes produce very similar results. Nevertheless,
the vapor penetration predicted using the mesh with the grid resolution of 0.5 mm in
axial direction and 0.25 mm in radial direction is slightly better and, also, the computa-
tional cost is lower. Thus, this mesh was chosen for the simulations with the DDM CFD
model. It is also worthy of mention that Senecal et al. (2012) also proposed 0.25 mm grid
size for Spray A simulations after their grid-convergency study previously mentioned.
It is important to highlight the large differences in mesh resolution obtained with both
CFD approaches, with a minimum grid size of 8.4µm for theΣ-Y model and 250µm
for the DDM model, which unequivocally should have some influence on the adequate
representation of diesel sprays of each approach.

Note, also that the number of injected parcels was set to maintain a value of 6×
107 parcels per second. Finally, the discretization of the divergence terms was solved
with a second-order scheme, and a first-order Euler scheme is applied for time derivative
terms.

As previously explained, the standardk-ε model was used for turbulent gaseous
flow modeling, but the model parameterC1ε has to be set to 1.52, as suggested in López
et al. (2013), to achieve a better agreement between modeling and experimental results
concerning liquid and spray penetration. In Fig. 3(right), the mass flux ratio results are
shown, together with vapor penetration Fig. 3(left), indicating that the spray penetration
is overpredicted if the same value than in theΣ-Y model simulation is used, due to a too
low mass entrainment. The results for theC1ε = 1.52 are quite accurate.

The effect of atomization and breakup submodels was also evaluated. First, the
breakup length model parameter (CBU) was investigated (Fig. 4). Three conditions are
evaluated: no breakup core length (CBU = 0), a liquid core length equal to 3 times the
equivalent diameter (CBU = 3) and a value of 7 times the equivalent diameter (CBU = 7).
The validation showed that simulation results best approximate the experimental vapor
penetration for the parameter equal to3, but the liquid length prediction is slightly better
for the case of CBU = 7. In the end, the selected value for the breakup length model
parameter was3 because with this value, the liquid core length is in the order of2 mm,
which is in the range estimated by recent analyses in Pickett et al. (2014).

Volume 26, Issue 7, 2016



724 Desantes et al.

0 0.5 1.0 1.5 2.0
0

10

20

30

40

50

60

70

Time [ms]

Li
qu

id
 L

en
gt

h 
−

 V
ap

or
 P

en
et

ra
tio

n 
[m

m
]

 

 
Experimental
Model C1=1.6
Model C1=1.52

0 10 20 30 40 50 60 70
0

5

10

15

20

25

30

Axial Distance [mm]

ṁ
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FIG. 3: (left) Vapor penetration and liquid length for DDM solver simulations and (right)
computed air entrainment normalized at 2.0 ms after SOI, turbulence calibration: Injector
210677.Pinj = 150 MPa,Ta = 900 K andρa = 22.8 kg/m3.
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FIG. 4: (left) Vapor penetration and Liquid Length for DDM solver simulations and
(right) computed Air Entrainment normalized at 2.0 ms after SOI, CBU constant cali-
bration: Injector 210677.Pinj = 150 MPa,Ta = 900 K, andρa = 22.8 kg/m3.

Finally, the Kelvin–Helmholtz (KH) model constant was analyzed. Figure 5(left)
shows comparisons of vapor and liquid penetration among the original B1 = 40 and its
half and twice (B1 = 20, B1 = 80) as well as experimental measurements. The vapor
penetration does not show much variation with the change of B1. However, a smaller
value of B1 results in earlier breakup, and hence the liquid penetration becomes shorter.
Thus, B1 = 40 and B1 = 80 could be good options, but the original value was chosen to
run all the following DDM CFD simulations.
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ṁ
/
ṁ
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FIG. 5: (left) Vapor penetration and liquid length for DDM solver simulations and (right)
computed air entrainment normalized at 2.0 ms after SOI, B1 constant calibration: In-
jector 210677.Pinj = 150 MPa,Ta = 900 K, andρa = 22.8 kg/m3.

As already analyzed, in Figs. 3, 4, and 5(right), the results of axial air entrainment
normalized by the mass flow at the nozzle exit are shown. Modifying theC1ε only affects
the slope of the entrainment ratio, that is, the entrainment constant. However, modifying
the breakup length model parameter (CBU), this slope is almost constant. In this case,
the primary atomization process and the exchange of momentum are greatly modified.
Note that different liquid core lengths are achieved with each value of the parameter,
but once the flow reaches the maximum liquid length, entrainment occurs in exactly the
same way; that is, the entrainment ratio curves in Fig. 4 are simply shifted in space to-
ward locations farther from the nozzle. In contrast with this, the variation of the Kelvin–
Helmholtz model constant (B1) produces no changes in the air entrainment profiles. The
fact that an injector nozzle with a small diameter and a high injection pressure condition
is used may be the explanation for this behavior. According to that, extremely fast fuel
spray evaporation and momentum transfer take place, which lead to less influence on the
variation of an atomization parameter.

5. RESULTS AND DISCUSSION

5.1 Reference Case

Spray A specifications were selected as the base case simulation to evaluate model pre-
dictions. Results shown in Fig. 6(left) depict good agreement for both models in terms
of liquid and vapor penetration. In both cases, predictions seem to fall within the exper-
imental uncertainty of measured values. Nevertheless, only theΣ-Y model is capable
of predicting the initial evolution of the penetration [Fig. 6(right)]. This can be justified
because of the fact that the Eulerian model uses a much finer grid to improve spatial
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FIG. 6: Computed and measured liquid and vapor penetration: Injector 210677,Pinj =
150 MPa,Ta = 900 K, andρa = 22.8 kg/m3. (right) Detail of the first 0.25 ms.

resolution, which is not possible with the DDM model. In terms of liquid length, both
models achieve reasonable predictions.

Predicted versus measured values of mixture fraction are shown in Fig. 7. Predicted
values on the axis always fall within the confidence interval in the case of theΣ-Y model.
However, the results obtained with the DDM solver have a different trend. While up to
22 mm and the predicted values are higher than both measured as well asΣ-Y ones, then
DDM results become equal to both experimental andΣ-Y ones to finally end up with
lower values, almost out of the confidence interval.

Regarding radial dispersion of mixture fraction, the shape of the profiles is ade-
quately predicted by both models, as shown in Fig. 7(right). In this case, results have
been plotted in normalized coordinates (i.e., they-axis is the local mixture fraction di-
vided by the on-axis one, while thex-axis is the radial divided by the axial coordinate).
There is a slight bias toward narrower radial profiles in the calculations compared to the
experimental ones, which should indicate less radial dispersion and hence slightly lower
entrainment. At 25 mm, both models essentially produce the same results, in agreement
with the centerline evolution, but it is not the same at 45 mm. Although CFD profiles
are wider compared to the experimental ones at 25 mm for both CFD models, theΣ-Y
predictions are slightly narrower, that is, less radial dispersion, which may be the expla-
nation of the higher values shown on the centerline profile. Considering these results,
the overall agreement of both models is quite remarkable.

Finally, for the baseline case, an analysis of axial air entrainment together with the
measured spray vapor contours from Rayleigh measurements is made, as shown in Fig. 8,
where solid lines correspond to contours of 1% the on-axis mixture fraction value, while
dashed lines show the stoichiometric isosurface. It must be noted that Rayleigh data are
only available in an interval between 20 mm and 50 mm.
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FIG. 7: (left) Computed and measured centerline mixture fraction and (right) mixture
fraction radial profiles normalized at 25 mm (solid line) and 45 mm (dashed line): Injec-
tor 210677,Pinj = 150 MPa,Ta = 900 K, andρa = 22.8 kg/m3.
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FIG. 8: (left) Computed and measured contours of vapor region and (right) computed
air entrainment normalized at 3.0 ms after SOI: Injector 210677,Pinj = 150 MPa,Ta =
900 K, andρa = 22.8 kg/m3.

Initially, up to 30 mm, theΣ-Y contour is slightly wider than the DDM one. At
30–50 mm, both models predict essentially the same radius, while DDM radial dis-
persion is higher at the nozzle tip. This radial evolution is essentially coherent with
the mass flow one. The different value of the turbulence constantC1ε needed by the
DDM model results in a more intense mixing rate that compensates the lower entrain-
ment in the liquid–vapor zone. Despite these differences, the spray radius predicted by
both models is remarkably close to the experimental data. On the other hand, noticeable
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differences appear when both models are compared with experimental data in terms of
the stoichiometric isosurface. In this case, the predicted contours are almost the same up
to 35 mm, even though they are slightly narrower compared to the experimental measure-
ments. But it is in the spatial position between 35 mm and 50 mm, where the differences
can be observed. Predictions by theΣ-Y model become closer to the experimental ones,
while DDM predictions show a narrower stoichiometric surface due to the higher mixing
rate.

5.2 Near-Field Study

To evaluate the capability of the models to reproduce the near-field internal structure
of diesel sprays and, therefore, the atomization process, the experimental data used for
comparison were obtained from the X-ray radiography measurements conducted at Ar-
gonne National Laboratory. In particular, the variable used for comparison is the pro-
jected mass density of the fuel, which is calculated by a line-of-sight integration along
the X-ray beam (Kastengren et al., 2012b; Pickett et al., 2014). As a result, a similar pro-
cedure is replicated with the data from simulations to enable fair comparisons against
experiments.

The simulations have been run using the same 2-D axisymmetric domain and grid
resolution, inlet boundary condition, and calibrated model constants of the reference
case. The purpose of this study is not to achieve the best possible results with each
model but to make a comparison of the results provided by the models in terms of near-
field structure with the more suitable calibration for far-field conditions. In Fig. 9, the
projected mass density along the transverse direction comparing both CFD simulation
predictions and X-ray radiography data is shown at 0.1, 0.6, 2.0, and 4.0 mm downstream
of the nozzle exit.

First of all, note that the experimental transverse distributions have been centered
to compare them with the CFD axisymmetric results. At 0.1 mm, both models predict
almost the same peak projected density, but noticeable differences in width could be de-
tected with a narrower DDM profile. At 0.6 mm downstream of the nozzle exit, although
DDM profile width is quite similar to experiments, the peak value is underpredicted.
However, predictions by theΣ-Y model are really close to the experimental values,
showing a better spatial behavior reproducing the near nozzle flow structure. The largest
differences can be observed at 2.0 mm. Fuel mass projected density predictions by DDM
model are largely underpredicted in terms of peak value, whileΣ-Y model ones repro-
duce very well the experimental trend both in peak value and radial dispersion. Similar
trends are observed in Xue et al. (2014), even using the same grid size for both models.
Finally, at 4.0 mm downstream location, both models predict reasonable values of peak
projected density, but it has to be noted thatΣ-Y model reproduces the decrease from
2.0 to 4.0 mm, while the DDM model keeps the value almost constant and predicts more
radial dispersion. Overall, theΣ-Y model provides the best match with the experimental
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FIG. 9: Computed and measured profiles of projected mass density at 0.5 ms after SOI:
Injector 210675,Pinj = 150 MPa,Ta = 303 K, andρa = 22.8 kg/m3.

data and can capture the trend of the internal structure of a diesel spray in the near-field
fairly well.

5.3 Ambient Conditions Variation

Apart from the nominal Spray A condition, an additional operating condition (Pinj =
150 MPa,Ta = 1100K andρa = 15.2kg/m3) was selected to evaluate the performance
of both models under ambient temperature and density variation. As in the baseline
condition, a complete range of experimental data is available.

Results shown in Fig. 10 depict good agreement for both models in terms of va-
por penetration. In both cases, the predictions are within the experimental uncertainty of
measured values in an overall view. However, the predicted liquid penetration in the case
of theΣ-Y model is slightly underestimated, while with the DDM model, it is overpre-
dicted. Once again, in the early evolution of the vapor penetration in Fig. 10(right), the
Σ-Y model achieves the best agreement with the experimental measurements.
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FIG. 10: Computed and measured liquid and vapor penetration: Injector 210677,Pinj =
150 MPa,Ta = 1100 K, andρa = 15.2 kg/m3. (Right) Detail of the first 0.25 ms.

Further experimental data are the mixture fraction profiles on the axis and the radial
distribution. Predicted versus measured values of mixture fraction are shown in Fig. 11.
Predicted values on the axis, Fig. 11(left), fall within the confidence interval, in the case
of theΣ-Y model, up to 45 mm. However, the results obtained with the DDM solver have
a different trend. While up to almost 30 mm the predicted values are higher than both
the experimental measurements and theΣ-Y values, the predicted axial mixture fraction
profile crosses theΣ-Y one to finally end up with lower values, within the confidence
interval.
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FIG. 11: (left) Computed and measured centerline mixture fraction and (right) mixture
fraction radial profiles normalized at 25 mm (solid line) and at 45 mm (dashed line):
Injector 210677,Pinj = 150 MPa,Ta = 1100 K, andρa = 15.2 kg/m3.
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Regarding radial distribution of mixture fraction, the shape of the profiles is ade-
quately predicted by both models, as shown in Fig. 11(right). The results in this par-
ticular operating condition are very similar to the baseline case of Spray A considered
in the Section 5.1. Here the main differences appear at 25 mm, with the DDM profile
clearly narrower, which explains the higher values shown on the centerline evolution.
On the other hand, predicted values at 45 mm by both models are very similar, as could
be noticed from the centerline data.

To end up with the analysis of this particular operation point, as well as in the ref-
erence case, axial air entrainment together with the measured spray vapor contours are
studied, as shown in Fig. 12. From the spray origin up to 30 mm, the modeled radial
contour with theΣ-Y model is slightly wider in comparison with the predicted using the
DDM solver. From 30 to 50 mm, both approaches predict essentially the same radius.
Further downstream, DDM predictions become wider, although such locations corre-
spond to the unsteady spray head. Even though there are some differences between both
CFD models, the predicted radial contours have a remarkable accuracy similarity to ex-
perimental data. In the same way as for the already analyzed baseline case, this behavior
is coherent with the axial air entrainment profiles, in which mass flow is higher accord-
ing with the wider spray prediction, as a result of a greater area for air entrainment. The
different value of the turbulence constantC1ε for each case may be the explanation for
this phenomenon.

Taking into account the experimental data of the vapor stoichiometric isosurface,
in Fig. 12(left), some differences between both models were detected. While the radial
width of the stoichiometric surface is reproduced adequately by both models over most
of the length, differences appear at the furthest axial location, which cannot be validated
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FIG. 12: (left) Computed and measured contours of vapor region and (right) computed
air entrainment normalized at 3.0 ms after SOI: Injector 210677,Pinj = 150 MPa,Ta =
1100 K, andρa = 15.2 kg/m3.
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due to the absence of experimental data forx ≥ 50 mm. Nevertheless, the behavior
of both CFD models is the same as in the baseline condition, withΣ-Y model results
slightly longer than the DDM model ones.

5.4 Injection Pressure Variations

Finally, parametric studies with a set of different injection conditions were performed.
The results of these studies, including spray vapor penetration and liquid length predic-
tions, have been summarized in Fig. 13. In addition to this, a detailed analysis of air
entrainment has been conducted to explain some results (Fig. 14).

Experimental results show that penetration of the liquid phase does not change, how-
ever, injection pressure modifies the vapor penetration due to the modification in nozzle
momentum flux. This lack of dependence could be explained because vaporization is
controlled by air entrainment into the spray. For a fully developed spray, there is a lin-
ear dependence between the rate of air entrainment and both the axial velocity and the
mixture fraction distributions (Siebers, 1998). As a result, for the different injection pres-
sures, the mixing rate is the same. In addition, studies show almost no effect of injection
pressure on the spray spreading angle once the spray has reached steady state.

In terms of modeling results, both CFD codes are capable of making an accurate
prediction of vapor penetration in any condition. However, this is not the same for the
quasi-steady values of liquid length. Predictions of the DDM solver are sensitive to vari-
ations regarding the injection pressure, instead of keeping it almost invariable as theΣ-Y
model, which depicts a good agreement with experimental measurements (Fig. 13). In
Fig. 14, an analysis of air entrainment is made to better understand the penetration re-
sults and the behavior of the sprays in the two CFD models. In this figure, the mass flux
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FIG. 13: Computed and measured liquid and vapor penetration for different injection
pressures: Injector 210675,Ta = 900 K andρa = 22.8 kg/m3.
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ṁ

0
[-
]

 

 

DDM P=50MPa

DDM P=100MPa

DDM P=150MPa

FIG. 14: (left) Entrainment comparison betweenΣ-Y model and (right) DDM model
for different injection pressures at 2.0 ms after SOI: Injector 210675,Ta = 900 K andρa

= 22.8 kg/m3.

ratios for the three different injection pressure conditions are shown, on the left for the
simulations of theΣ-Y model and on the right for the DDM solver. The study is made
focusing only on the first 20 mm of the spray, which is enough for the quasi-steady liq-
uid length. Results for theΣ-Y model depict almost the same air entrainment, whereas
the DDM model shows quite a different air entrainment among the three injection pres-
sure conditions. It seems that droplets with lower velocity (Pinj = 50 MPa), exchange
momentum with the surrounding air in a noticeably faster way, which results in higher
entrainment and therefore justifies the differences shown in the quasi-steady values of
liquid length predictions.

6. SUMMARY AND CONCLUSIONS

An original OpenFOAM implementation of a Lagrangian DDM model (dieselFoam) and
a fully compressible implementation of theΣ-Y model have been applied to the study
of direct injection diesel sprays. Calculations have been validated against spray test rig
experiments under different operating conditions using two different nozzles. Spray va-
por penetration and liquid length, as well as the spatial distribution of fuel mass frac-
tion, have been used for validation. Additionally, X-ray radiography measurements of
nonevaporating Spray A conditions of ECN have been also used to evaluate the models
in terms of near-field structure of diesel sprays.

The setup of both models has been carried out by comparing with Spray A baseline
condition data. Good agreement with experimental measurements, including fuel mass
fraction field and contours of the vapor region, were obtained by adjusting theC1ε con-
stant of thek-ε turbulence model in the case of theΣ-Y model. On the other hand, in
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the case of DDM model, sensitivity to droplet submodels has been evaluated, in addition
to the calibration of theC1ε. The influence of these models was made explicit by means
of entrainment calculations, which helps in understanding spray tip penetration trends.
It has been found thatC1ε modulates the entrainment rate, whereas CBU shifts the en-
trainment process spatially and B1 has almost no effect. Selected calibration values have
been kept constant for all the subsequent calculations.

Predicted spray tip penetration was in quite good agreement with experimental data,
althoughΣ-Y modeling approaches reach a better agreement in the initial zone. In ad-
dition, predicted mixture fraction profiles were slightly better in the case ofΣ-Y mod-
els and specially when comparing centerline values. In the case of quasi-steady liquid
lengths, both models make fairly accurate predictions, but for the different injection pres-
sure conditions, a dependency in the Lagrangian model was noted, instead of keeping
almost invariable asΣ-Y model predictions. The higher accuracy of theΣ-Y model is a
consequence of both higher resolution and a more adequate modeling approach, as in-
dicated by the noticeably better predictions of near-nozzle fuel distribution. Compared
with the present contribution, analysis in the literature quite often considers only model
accuracy in terms of local or penetration values. A remarkable conclusion of the present
contribution is the role of entrainment calculations as an intermediate variable that links
both local values and tip penetration. In summary, while a calibrated DDM model can
produce very reasonable predictions in global parameters of diesel sprays,Σ-Y model
performance is more accurate for representing both near nozzle and also far-field spray
physics.
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