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In this work we present the optimized stochastic collocation method (OSC). OSC is a new sampling rule that can
be applied to polynomial chaos expansions (PCE) for uncertainty quantification. Given a model function, the goal of
PCE is to find the polynomial from a given polynomial space that is closest to the model function with respect to the
Ly-norm induced by a given probability measure. Many PCE methods approximate the involved projection integral by
discretization with a finite set of integration points. Our key idea is to choose these integration points through numerical
optimization based on an operator norm derived from the discretized projection operator. OSC is a generalization of
Gaussian quadrature: both methods coincide for one-dimensional integration and under appropriate problem settings
in multidimensional problems. As opposed to many established integration rules, OSC does not generally lead to tensor
grids in multidimensional problems. With OSC, the user can specify the number of integration points independently
of the problem dimension and PCE expansion order. This allows one to reduce the number of model evaluations and
still achieve a high accuracy. The input parameters can follow any kind of probability distribution, as long as the
statistical moments up to a certain order are available. Even statistically dependent parameters can be handled in a
straightforward and natural fashion. Moreover, OSC allows reusing integration points, if results from earlier model
evaluations are available. Gauss-Kronrod and Stroud integration rules can be reproduced with OSC for the respective
special cases.

KEY WORDS: uncertainty quantification, polynomial chaos, stochastic collocation, arbitrary distribu-
tion, dependent parameters, nested quadrature rules

1. INTRODUCTION

Consider a model functio® : Q@ — R and a random variabl& with values in{2. We consider a polynomial chaos
[1-4] approximation of the form

p
M=~P=% aV (1)
i=1
wherep is the number of termsy,, . . ., a, € R are expansion coefficients, afd, ..., ¥, are the basis functions of

a previously selected spageof polynomials orf.

The polynomialP is constructed, such th&(X) is a good approximation af/ (X ), and findingP is a matter of
finding the expansion coefficients, . . . , a,. In this work, we only consider nonintrusive methods, which determine
the expansion coefficients with the information obtained from a finite number of deterministic function evaluations of
M [5, 6]. We call the points at which/ is evaluatecdsample point®r integration points
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A general analytic expression for the expansion coefficients comes from an orthogonal projedtioonod P.

As this involves integration ove?, one approach to calculating the coefficients is by approximating this integral with
numerical quadrature rules [5, 7]. A second approach is regression, which requires the polyntonighimize the
deviation fromM in a finite set of sample points [8-11]. If the number of sample points and the number of terms in
the polynomial approximation coincide, then the regression reduces to an interpolation. Regression and interpolation
methods can also be understood as collocation methods [12, 13].

In all these cases, a key step is to select integration or sample points. The number of points should be as small as
possible while the approximation in Eq. (1) should be as accurate as possible. For one-dimensional parameter spaces
Q, the integration points from Gaussian quadrature are regarded optimal [14, 15]. Gaussian quadrature, however, is not
easily generalized to multidimensional domains [16, 17] and, to the best knowledge of the authors, for multidimen-
sional parameter spaces, a single best sampling or integration method has not been found. A good sampling method
should yield points that are well spread in the areas of high probability (densities). Additionally, it is desirable to have
points that are more dense in the outer parts of the parameter space, because polynomial approximation on equally
spaced points quickly leads to instabilities, an effect known as the Runge phenomenon [18].

Many different sampling rules for multidimensional spaces are available. The most common ones are tensor grid
methods, sparse grid methods, the probabilistic collocation method (PCM), random sampling, quasi-Monte Carlo
sampling (QMC), and monomial cubature rules. Details are provided in the following.

Tensor grids and derived methods require that the set of admissible parameter values is a Cartesiaf product
Q1 x---x Qg4 of one-dimensional sets and that the componenis afe independently distributed. For each individual
one-dimensional se®; C R, integration points are determined according to a one-dimensional quadrature rule.
Then all possible combinations of the points for all parameters are formed. If we agleample points along
each dimension € {1,...,d}, then the tensor grid consists }S[f:l n; points. Tensor-grid quadrature rules inherit
properties from one-dimensional quadrature rules, and it is straightforward to derive error estimates. The number
of integration points, however, grows exponentially with the dimension, which is callezlitee of dimensionality
Thus, for high-dimensional problems, tensor-grid methods quickly become infeasible. Also, tensor grids implicitly
assume that the input parameters are statistically independent. If parameters are dependent, then tensor grids might
place integration points in areas@fthat are not relevant for the projection.

Sparse grid methods are based on tensor grids [19, 20]. A sparse grid is a combination of multiple tensor grids,
such that functional features in each coordinate direction can be captured well, while keeping the humber of points
lower than in the full tensor grid. The lower number of points is achieved by investing fewer points in cross terms
between the coordinates. For a fixed dimension and with increasing number of points, sparse grids have almost the
same convergence behavior for integration as full tensor grids. However with increasing dimension, sparse grids of
low order have increasingly large errors. This means that sparse grids in high dimensions are well suited only, if the
number of points is high as well. Sparse grids have been used as sampling methods for polynomial chaos expansion
(PCE), e.g., [5, 21]. Recent work shows that, rather than writing the PCE approximation as an integration problem
and computing the integrals by a sparse grid quadrature, it is better to apply the Smolyak algorithm to the projection
operator directly [22].

The PCM is a heuristic, based on the full tensor grid [9, 23—-25]. Because of its simplicity it is widely used, e.g.,
[15, 26—28]. Aiming for an approximation af/ with p terms in Eq. (1), the PCM selectssample points from
the full tensor grid, namely those with the highest weights in the associated full-grid quadrature rule, and performs
a polynomial interpolation. In the selection of the points, it has also to be taken into account that the polynomial
interpolation must be well-posed on these points. PCM reduces the number of sample points to the minimum. At the
same time, the sample points tend to cluster in high-probability regions. This is typically in the center of the parameter
space, while the corners stay empty. The clustering in the center can lead to problems with the Runge phenomenon,
and does not adequately resemble the probability measure. The PCM would generally be able to select sample points
for statistically interdependent parameters, but the authors are not aware of any publication that has followed this
possible path.

As a nongrid-based method, sampling based on monomial cubature rules has been proposed [29, 30]. The idea
is to select integration points according to multidimensional quadrature rules with high polynomial degree and a
low number of integration points. In [29], four different quadrature rules are presented. These are &famdé&r
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and are restricted to normally distributed input variables. For higher orders or different distributions than the normal
distribution, no quadrature rule is explicitly given.

As opposed to the deterministic methods stated above, a couple of nondeterministic sampling methods have been
suggested. Random sampling simply means that a number of points (now called realizations) is chosen according to
the distribution of the input parameters in the sense of Monte Carlo (MC) methods [8]. This has the advantage that any
sort of input distribution can be handled, as long as an efficient sampling method is available. To get reliable results
despite the randomness of this method, different authors suggest using more than the minimal number of realizations
[8]. This is called oversampling and leads to statistical regression betWesnd P.

As a variance reduction method within MC, it is also possible to apply quasi-Monte Carlo methods, such as
Hammersley sampling [8, 31]. The Hammersley points generally have a lower discrepancy than randomly selected
points. They are defined for the uniform distribution on hyper-cubes of arbitrary dimension.

In this paper, we present the optimized stochastic collocation method (OSC), which is a method of choosing
integration points optimally. It is based on the same idea as the monomial cubature rules by [29, 30], namely sam-
pling according to a multidimensional quadrature rule. The main difference is that the user does not have to select a
guadrature rule manually. The optimal integration points and weights are determined by the method through formal
minimization of an integration operator error norm.

A similar approach is found in [32]. Here, the model function is treated as a Gaussian random field with known
mean and covariance structure. Under this assumption, the quadrature rule that minimizes the second moment of the
integration error is constructed via numerical optimization. This is highly similar to optimal spatial design under the
assumption of second-order geostatistics [33, 34]. Our approach only considers polynomial functions and minimizes
the supremum of integration errors over a certain space of polynomials. That way, our method is related more closely
to Gaussian quadrature. We obtain a strict quality measure over a small polynomial space, while the approach in [32]
obtains a (soft) probabilistic quality measure over a possibly infinite-dimensional function space.

The idea of finding a quadrature rule by minimizing an operator norm is not new. The idea has already been
pursued in the 1970s and it has been emphasized that a minimization problem such as the one presented in this work
is so involved that no general analytical solution has been found [35]. Thus, we cannot expect to find an explicit
expression for the nodes and weights. Instead, we have to employ a numerical optimization algorithm to find the
minimum. Numerical optimizations of point clouds have recently been pursued by [32, 36, 37] and are common
practice in the field of optimal spatial design, e.qg., [33, 38].

The paper is organized as follows. In Section 2 we present the computational details of nonintrusive PCE approx-
imations. Then, in Section 3 the OSC is derived, and in Section 4, various properties of the method are discussed.
The efficiency of the method is demonstrated in Section 5 in various numerical examples. Finally, a summary and
conclusions are given in Section 6.

2. NONINTRUSIVE PCE

Let Q € R? be a set of input parameter values. The uncertainty of these parameters is modeled as a multivariate
random variable (a random vectak) with values inQ2 and probability measurg. The measuré' can be, e.g., a
continuous measure with a probability density function (pdf) or a discrete measure in the form of a countable set of
points with associated probabilities. The input parameters can be statistically dependent. In this case, thd'measure
is nonseparable.

Next, we introducel, (2, A,T), the space of all real-valued, square integrable function® evith respect to
measurd’, where A denotes the Boret-algebra of(2. For brevity, we refer to this space &s. It is equipped with
the inner product

(f:9)L, = Qf (z) g (x) dI (z) )

and the corresponding noriirf|| ,, = /(f, f) - In the following, this inner product and norm will be referred to as
(-,-) and||-||, respectively.
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PCE methods aim to approximate a model functidn We assumé/ € L,. Mostly, M is given in the form of
numerical software that solves partial differential equations. We consider the model output component-wise and thus,
without loss of generality, we can assume the output to be a scalar. The evalualibfioofa particular parameter
vector is assumed to be computationally expensive. In practice, one evaluafibmidght take up to several days of
computation, even when using parallelization techniques and high-performance computing. Additionally, we assume
that M is sufficiently smooth, such that it is reasonable to approximate it by a polynomial.

2.1 Orthonormal Basis and Ansatz Space

Let Uy, ¥,,... be a polynomial orthonormal basis (ONB) bf, i.e., each elemenk; is a polynomial, and for all
i,j € N we have
(W3, W5) = b5, ©)
whered denotes the Kronecker delta.
There exist measurédsfor which L, does not have an ONB of polynomials. In these cases, the space of polyno-
mials is not dense if,. For more details on this aspect and a list of conditions to avoid this case, see [39].
In practice, the ONB is constructed with the following properties:

e The first polynomial is the constadt; (x) = 1. This yields a convenient expression for the expectation of the
polynomials

E[W; (X)] = / W, () dT (z) = (T;, Ty) = 5,1, @)

e Each polynomiall’; contains exactly one additional monomidi that is not contained in the previous polyno-
mials ¥+, ..., ¥,;_1. Very often, the polynomials are ordered by degree.

In the following we assume that the considered ONBs have these properties. For approximating the modelflinction
as in Eqg. (1) we now select a number of terprend define the ansatz spg@es the span of the firgtpolynomials:

P =span{¥q,...,T,}. (5)

In this work we choose and fix the ansatz space before the model function is evaluated. More recent methods, called
sparse PCE methods [40, 41], try to adaptively construct a basis of polynomials based on the model response, and we
will come back to this aspect later on.

For the numerical construction of the ONB, one can start with any bagisaofl orthonormalize it using the Gram-
Schmidt process [42]. Alternatively, it is possible to find the orthonormal polynomials by solving linear systems [43].

In any case, for the construction of an ONB it is sufficient to know the statistical mome#tsipfto a certain order.

Apart from that, ifT" is separable, i.e., the input parameters are statistically independent, then the construction
of the ONB can be done for each dimension separately. If orthonormal polynomials of high degree are needed, one
might run into numerical stability problems. To improve stability, it is suggested to use algorithms based on three-term
recurrence relations for orthogonal polynomials, see [44].

2.2 Truncation Error and Approximation Error

SinceM € L, we can expand it with respect to the bafls,, U5, ... }:
=1
The best approximation (in terms of tlig norm) of M in P [Eq. (5)] is the orthogonal projection dff onto P

and can be obtained by truncating this expansion, since the ansatz polynomials are mutually orthogonal. The best
approximation thus is

P
i=1
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When we calculaté® by numerical techniques, we only get approximations of the expansion coefficients and thus
obtain an approximated polynomial
p
=> @V, (8)
=1

The difference betweeR and M can now be split into two parts: a truncation error and an approximation error

M-P = M-P + P-P
N—— N——
truncation error approximation error

Z a;V; +Z i —a;) ;. 9)

i=p+1

The truncation error depends on the model function and on the terms that are used for expansion. The approximation
error additionally depends on the numerical method used to determine the coefficients. Thanks to the orthogonality of
the ONB, the two errors are orthogonal and their squéredorm is additive:

[ar— "= 3 @ +Z ). (10)

i=p+1

As said before, the ansatz space is chaseniori. Thus, for a fixed model function, the truncation error is constant.
Different sampling methods can then be compared by the approximation error they introduce.

2.3 The Discretized Projection Operator

Following a nonintrusive approach, a listofsample points:(", ..., 2™ in Q is chosen, and the expansion coeffi-
cients are calculated using only the corresponding model response %dl(es)) ,..., M (™). We refer to the
calculation rule that approximates the coefficients from a finite number of model evaluatiatepaation rule(even
though it can be based on a regression approach). The corresponding operator that maps the modelfuadaion
polynomial P will be referred to asliscretized projection operator

Two choices for the discretized projection operator are commpoadrature rulesandregressionBy inserting the
expansion from Eq. (6) into an inner product with one of the basis functions and using the orthogonality property of
the basis, one obtains the analytical formula for the coefficients

(M, T;) /M x) dI (z). (11)

A quadrature rule approximates this integral with a discretized version of the form
i =y w;M (z9)w; ()] (12)
=y (27) s (s

with a list of integration points:(!), ..., 2(") and appropriately chosen weights, . . . , w,, [45-47].
The regression approach starts from the fact that the best approximation minimiZgsrtbem error betweeM/
andP:

P - M|? = / (P(2) — M (2))* dT (x). (13)

After replacing the integral by a quadrature rule, minimizing the expression

S [P (s0) -1 (o)) 0o
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leads to expansion coefficients, . . ., a,. Again, ™), ... 2™ andwy,...,w, are integration points and weights
that are chosen according to a quadrature rule. Older approaches used uniform weights [10] for regression, but more
recent publications show that results can be improved by selecting appropriate weights [11]. In this work, we restrict
the weights for regression to be non-negative. That way, the expression in Eq. (14) is guaranteed to be nonnegative,
which is reasonable for the approximation of a norm. If weights were negative, the deviation b&ardn/ would
be maximized in some points and minimization of Eq. (14) would not necessarily be well-posed.

If we perform regression with. = p, and if the sample points are spread properlfirthen the residues at the
sampling points can be reduced to zero and the regression becomes an interpolation with

P (x(j)) - M (a:(j)) . forallj=1,...,n. (15)

The weights are irrelevant in this case, as long as they are positive.

The regression and interpolation approach are also called collocation method or stochastic collocation method. The
same equations can be obtained by writing the equations in the model function in a weak formulation and using Dirac
distributions as weighting functions. The corresponding sample points are then called collocation points [5, 12, 13].

The OSC method, presented in the following, yields a set of integration points and corresponding weights to be
used in Eqgs. (12) or (14).

3. THE OPTIMIZED STOCHASTIC COLLOCATION METHOD

In this section, we present the optimized stochastic collocation methods (OSC). As pointed out in Section 2.3, we can
calculate the expansion coefficients accurately, once we are able to numerically evaluate integrals as in Egs. (11) and
(13). The OSC is a method of choosing integration points and weights for a quadrature rule. OSC is formulated as an
optimization problem with an objective function that is adapted to the efficient approximation of PCE coefficients.

First we define the exact integral operator

I:Ly—R:f— Qf(x)dlj(ars). (16)

Now we try to find the quadrature formula that is closest to some sense. Quadrature formulas are of the form

[ 1@ ar@ 3w (a9), an
j=1
wherew, . .., w, are real-valued weights and?, ..., z() e Q are the integration points.
For a given list of pointsx = (z(V),...,2(™) and weightsw = (w1,...,w,), we thus define the discrete
quadrature operator
n
Qxuw) L2 = R: f ijf (x(j)) . (18)
j=1

A similar representation of integration and quadrature as operators has first been given in [7].

3.1 Minimizing the Quadrature Operator’s Error Norm

The key idea behind OSC is to find integration points and weights such that the discrete oeratpfEq. (18)]
resembles the exact integration operatgEq. (16)] as close as possible. The distance between the two operators is
measured with an operator norm.

In order to define an operator norm fbndQ « ..y, these operators have to be bounded. Therefore, we restrict
both I and@ .., to a finite-dimensional test spa@e a subspace af,. Once both operators are bounded, we can
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introduce the desired operator norm. The space of all bounded linear operatorg tmRiis denoted by (7, R).
For an operatod € £ (7,R), the induced operator norm a¢h(7, R) is defined as

[AS]]
”A”Q(T,]R) = sup = (19)

rer I1fllz,

In Section 3.3, we show how this operator norm can be evaluated in practice.
We are now ready to formulate the OSC. The procedure for determining optimal integration spQinend
weightsw,s. by OSC is

1.
2.

Choose a finite-dimensional test spac& L, and the number of integration points.

Determine the optimal integration points and weights according to

(Xosca wosc) = aiilg;in HI - Q(x,w) ||z(T,R) . (20)

we[0,00)™

Remarks:

This approach does not require us to discretize the optimization. While in the field of optimal spatial design,
similar optimization problems are usually discretized and solved on a grid of candidate points, we regard the
problem as a continuous optimization problem.

The objective function is a multivariate polynomial. The functional form will be discussed in more detail in Sec-
tion 3.3. The smoothness of the objective function suggests the use of gradient-based optimization algorithms.

Minimizing the squared norm in step 2 is equivalent to minimizing the norm itself, because the norm is non-
negative. By considering the square, the objective function becomes a sum of squares. This structure can be
exploited by optimization algorithms, see Section 3.3.

It may seem that, when the multidimensional integration problem is transferred into a multidimensional op-
timization problem, the level of difficulty remains the same. However, the optimization can be done without
evaluating the model function. Under the assumption that the model function is computationally expensive, the
optimization can still be beneficial. This will be further discussed in Section 4.3.

The optimization has (d 4+ 1) degrees of freedom. For a fixed polynomial degree and increasing dimension,
the number of degrees of freedom grows faster than the number of polynomial terms. This is an important aspect
in the discussion in Section 4.3.

The ansatz spad@ is not entering the optimization procedure in a direct fashion. However, the chaicard
n can only be done in a meaningful way/ifis selected first. This is discussed in Section 3.2.

The integration points in the optimization are constrainefto If Q is just the support of the measure

then it might have an irregular shape. In this case, and if the numerical software bghadhits it, it is
advantageous to sele@tlarger, such that it is a Cartesian product of interndals- Q; x --- x Q4. We call

this an augmented support Bf This has two advantages. First, the constraints are easier to implement in an
optimization algorithm. Second, a bigger dom&ipotentially allows a smaller minimum in the optimization,
and may help to increase the degree of the quadrature rule for the :givén example is provided in the
Appendix.

The weights are forced to be non-negative. This has two reasons. First, as noted in Section 2.3, non-negative
weights guarantee that the approximation in Eq. (14) is non-negative. Second, numerical tests showed that,
if we allow negative weights, then the objective function has many local minima that are troublesome for
the appropriate choice of optimization algorithms. The solutions in these local minima often have two or more
sample points very close together with weights of large magnitude and opposite sign. By enforcing non-negative
weights, the integration points are forced to spread in the domain.
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In this work we do not address the issues of existence and uniqueness of the optimum. In practice, we will often be
sufficiently satisfied if we achieve a suitably low value of the error norm.

3.2 Choice of Test Space and Number of Integration Points

In this section we provide details on an appropriate choicg ahdn. As noted before, the choice @f andn has to
be adapted to the structure of the ansatz spadeis intuitively straightforward and also reasonable to select the test
space to be a space of polynomials, because the PCE methodology is based on polynomial approximation. Thus, one
wants to recognize the polynomial componentdbts well as possible. This is similar to Gaussian quadrature rules
that also consider polynomials only.

Before we discuss how to select the dimensioff ofve provide some basic considerations on relations between
7 andn. A trivial lower bound for the number of integration pointsis> p, with p = dim P. Otherwise, the image
of the discretized projection operator is only a lower-dimensional subspace of the ansat? spadehen sample
points cannot even distinguish thedifferent ansatz functions. This leads to an effect called internal aliasing [48],
which means that not even the elementsPo€an be projected correctly. A trivial upper bound for the number of
integration points i < ¢, with ¢ := dim 7. With ¢ integration points it is always possible to reduce the error norm
in Eq. (20) to zero, see e.g., [49, 50].

In practice, we can seleatmuch smaller than this upper bound. This is made plausible by the following consider-
ation: In order to reduce the objective function Eg. (20) to zero, one has to gatighations. The number of degrees
of freedom in the OSC optimizationis(d + 1). If we chooseZ” andn, such that

t=n(d+1), (21)

we can hope to just have enough integration points to be able to satisfgaatlitions. We call Eq. (21) theéegrees
of freedom conditiodDOF condition). This condition, however, has to be understood as a rule of thumb. Both cases
exist wheren has to be chosen greater or can be chosen smaller. Two examples are provided in the Appendix.

Now, we discuss two possible options to choose the test space, together with appropriate selections of

1. The first approach we call the rigorous approach. Recall the two types of integrals we want to approximate [Egs.
(11) and (13)]. A good starting point is to requife= M, if M € P. This means that all integrals of products
of two elements of° have to be exact. We obtain the test space

7 =span{¥; ¥, : 1<4,j <p}. (22)

We then select large enough so that the operator norm is reduced to zero. A practical procedure is to first
selectn according to the DOF condition and numerically perform the optimization. If the smallest found value
of the objective function is not small enough, theoan gradually be increased until it is large enough to reduce
the objective function to a sufficiently low value.

2. The second approach we call the minimal approach. We set the number of integration points to its minimum,
which isn = p. Then we select an appropriate test space. Now the quadrature rule is, in general, not able to
calculate all necessary integrals exactly. The test space can be chosen either as in Eq. (22) or according to the
DOF condition:

T= span{llll,...,\lln(dJrl)} . (23)
The former treats all coordinate directions{@faiccording to their importance iR. The latter simply cuts off
the ONB aftem (d + 1) terms, which means that some coordinate directions are slightly preferred over others.
The wordminimalin minimal approachrefers to the minimality ofi, not of 7.

3.3 Implementation Details

In this section, we derive an expression for evaluating the squared operator errcﬂ]ner@(x@
for any set of integration points and the weightso.

)Hi(m) in Eq. (20)
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As before, we definé = dim 7 and represent the elements®fas coordinate vectors with respect to the ONB
vy, ..., U, Trivially, R is a space of dimensioh and its elements are represented as themselves. Formally, the
corresponding basis is which also constitutes an ONB. Accordingly, both operafaaadQ ..,y can be represented
as1 x t matrices. We denote the matrix representation of an operhtoith respect to basi¥ asy A. Since we
represent everything with respect to ONBs, the operator nor(ifi, R) can be computed as ttfBenorm of its
matrix representation, which is degenerated to a vector in this case.

For the matrix representation éfwe recall Eq. (4) and find

v, =

v, = 0, fori>1, (24)
and then

\111261:(1,0,...,0). (25)
For Q x,.) we find

Qo Wi = Y wyW; (21)) (26)
j=1

and then .

‘PQ(x,w) = (‘I’ (X) w) y (27)
with thet x n matrix

v (x) :=

We can calculate the squared operator norm ef@Q .,y with

17— Quen g gy = ller — ¥ (x)wli3, 28)

which is a sum of squares. This structure can efficiently be exploited with Gauss-Newton-type optimization algo-
rithms. The optimization can be accelerated by analytically implementing the partial derivatives of the objective
function.

4. DISCUSSION OF THE METHOD

In this section we address various properties of OSC. These are related to the possibility to recycle integration points
in the sense of nested integration (Section 4.1), the consistency with known integration rules (Section 4.2), and some
limitations related to the required numerical optimization (Section 4.3).

4.1 Recycling of Integration Points

With OSC itis possible to recycle integration points, e.g., in the sense of nested integration rules. Assume we have al-
ready performed some model evaluations in earlier work. A fixed list of integration pdints. . , (") and the model
responsed/ (z(V) ..., M (z(™) are given. Next we want to add more integration points("*+1) ... z(n+m),
such that the quadrature rule with alk- m integration points is an optimal extension of the givepoints. Relevant
situations where this occurs are listed below.

The reuse of integration points by OSC is straightforward. We use exactly the same objective function as before
[Eq. (20)], only we fix the first, integration points in the optimization. The number of degrees of freedom is now
n + m (d + 1): Each of the new points has+ 1 degrees of freedom, while the recycled points are free only in their
weights. Intuitively speaking, this means that by recycling points we can increase the order of the quadrature rule,
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but the contribution of recycled points is reduced by the fato+ 1). Therefore, recycling of points becomes less
effective in higher dimensions. The test spdcean be selected analogously to the suggestions in Section 3.2. In this
case, the DOF condition has a slightly different form:

t=n+m(d+1). (29)
Two possible applications for the reuse of integration points are

e A first application is, when the test spa@echanges. A lower-order PCE can be used as part of an error
estimator, to predict whether a higher-order PCE is necessary. In this approach, PC expansions of increasing
degree are constructed until an error estimator indicates that the degree is high enough. For these methods, it is
highly desirable to reuse points. This idea is analogous to nestedness in quadrature rules. By reusing points, we
construct a set of nested quadrature rules.

A possible use is in sparse PCE expansions. For example, in [41] an adaptive sparse polynomial chaos ap-
proximation is proposed, using a sequential experimental design. Such sequential design could be improved by
incorporating information about previous sample points in each iteration.

e A second application is when the measliraf the parameter distribution changes. This is the case, for example,
when Bayes’ theorem is applied for parameter inference [51]. After incorporating measurement data into the
prior knowledge of the distribution, one obtains a posterior distribution that differs from the prior. The old
integration points are generally not placed optimally with respect to the new measure and it is desirable to add
more points, if the modes of prior and posterior lie far apart [52]. Another situation where the applied measure
changesiis, e.g., the so-called shifted PCE and the windowed PCE, see [53].

4.2 OSC as a Generalization of Known Quadrature Rules

A couple of known quadrature rules are special cases of OSC, i.e., they minimize the objective function in Eq. (20) for
certain choices of the test space. We present a selection of three such known types of quadratures rules. In numerical
tests, which are not further reported here, the authors were able to confirm that these quadrature rules are not only
theoretical minima of the objective function, but can also practically be found by numerical optimization.
The first type of quadrature rules we examine is Gaussian quadrature (GQ). GQ is a one-dimensional quadrature
rule and it is famous for maximizing its integration order. Witlntegration points, it is possible to exactly integrate
the first2n monomialsl, z, 22, ..., 22"~ 1. This number of monomials satisfies the DOF condition. To reproduce
the integration points and weights via OSC, we select a numlzerd then choose the test space according to the
DOF condition. By definition, the integration points of GQ minimize the objective function in Eqg. (20). We do not
have to restrict ourselves to a specific GQ-rule, e.g., Gauss-Legendre, Gauss-Hermite, etc. Instead, thé measure
can be chosen freely, as long as the ONB of the test space can be constructed. OSC is also capable of reproducing
tensor products of Gaussian quadrature, if the underlying measure is separable and the ansatz space is chosen to be a
tenspor product polynomial space. For nonseparable measures (i.e., for statistically dependent input parameters), OSC
deviates from GQ rules, and provides more problem-adapted nontensor clouds of integration points, see Section 5.2.
Second, we examine Kronrod extensions and Gauss-Kronrod quadrature rules. Given a one-dimensional quadra-
ture rule withn integration points, its Kronrod extension is the nested quadrature rule with additieniapoints that
has the highest possible degree [54]. A Gauss-Kronrod quadrature rule is a Kronrod extension of a GQ rule. When
constructing a Kronrod extension, there aret- 2 degrees of freedom. Each old integration point yields one degree of
freedom, namely its weight, while the+ 1 new integration points are free in location and weights and thus have two
degrees of freedom each. To construct a Kronrod extension with OSC, we make use of the ability to recycle integration
points. Starting from an-point integration rule, we sele@ = {4, ..., U3, }, which is according to the modified
DOF-condition [Eq. (29)] withn = n+1. If the Kronrod extension exists, then by definition it globally minimizes our
objective function [Eqg. (20)]. Newton's method has already been used to find Gauss-Kronrod rules [55] and general
Kronrod extensions [56]. OSC coincides with the approach in these two papers, if a Gauss-Newton algorithm is used
for the minimization of Eq. (20). The main difference is that OSC is formulated for arbitrary dimension and arbitrary
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number of additional integration points, while Kronrod extensions are one-dimensional by definition and always add
n + 1 points to am-point quadrature rule.

Last, we want to draw attention to multidimensional monomial quadrature rules in general. A monomial quadrature
rule is a quadrature rule that integrates polynomials up to a certain degree exactly. Famous work on such rules goes
back to Radon in 1948 [57] and Stroud in 1971 [49]. By construction, a monomial quadrature rule attains an operator
norm of0 in Eqg. (20), if the test space is chosen correctly. This means that, if the numerical optimization is successful,
then OSC can either reproduce these quadrature rules from literature, or we would find a quadrature rule that is
different, but achieves the same polynomial degree with the same number of points. Numerical tests within our study
revealed that in some cases there exists a continuum of quadrature rules that minimize the operatof newn, to
when the stochastic domaihand the measure are rotationally symmetric.

4.3 Limitations of the Method

The OSC has an important limitation: one needs to solve a high-dimensional optimization problem to obtain the inte-
gration points and weights. The dimensionality of the optimization problem{ds+ 1). Thus, for many integration

points in high dimensions, the optimization problem is increasingly difficult to sdike. applicability of OSC is
restricted by the availability of efficient and robust optimization algorithms.

For a fixed polynomial degree and increasing dimension, the dimensionality of the optimization grows faster than
the number of needed sample points. That means, no matter how expensive the model function is, with increasing
dimension, there will be a point at which the optimization becomes more time-consuming than additional model
evaluations.

In such case, it might be more efficient to use a simpler integration rule and accept a nonminimal number of
integration points. Most other rules, like sparse grid rules, are much simpler in their construction than OSC and the
set of integration points can be determined explicitly and easily.

The benefits of OSC become substantive for expensive model functions, where even a large optimization effort is
overwhelmed by the computational savings or additional accuracy brought by the optimized integration rule.

Another issue is the practical problem of finding the global minimum. The objective function is a multivariate
polynomial and it can be expected to have local minima. Our test cases confirmed this. The problem of local min-
ima can be tackled by using multi-start optimization algorithms or global search algorithms. However, even if the
optimization is repeated a couple of times, there is no guarantee that the global optimum has been found, unless the
objective function has been reduced to its lowest attainable value, i.e., zero.

In Section 5.4, we report an experiment about the practical calculation time of the optimization and the necessary
number of multistarts.

5. NUMERICAL EXPERIMENTS

As explained in Section 2.2, the totab-norm error between the model function and the surrogate polynomial can

be split up into a truncation error and an approximation error. By changing the integration rule, but keeping the
ansatz space for the expansion fixed, we can only influence the approximation error. In the following experiments, we
assume that the model functid and the ansatz spaggis already given. We then compare OSC to different existing
integration rules with respect to their approximation error. The MATLAB code used to perform the experiments can
be obtained from the first author upon request.

5.1 Two-Dimensional Independent Input

In the first experimentX is uniformly distributed in the domaif-1, 1]2 and we consider the model function

M (x1,29) = exp (z1 + x2). We approximate the model function by a polynomial of total degreiee., the ex-
pansion hag = 15 terms. We compare (1) OSC to (2) full tensor grids with points from Gauss-Legendre quadrature,
(3) PCM, (4) random sampling and (5) Hammersley sampling. The minimal integration rule for the tensor @fid has
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sample points. For all other methods, it has- p = 15 points. The point locations of these minimal rules are shown
in Fig. 1.

With each sampling method, we construct integration rules of different sample sizes and calculate the approxima-
tion error for the firstl5 terms. In this and all following experiments, polynomial coefficients were calculated using
the regression approach. The results from the quadrature approach are not shown in this chapter. In almost all experi-
ments, regression was equally accurate or better. The approximation error is shown in Fig. 2 on the left. OSC method
and the tensor grid show similar convergence behavior. However, OSC can be computed with fewer points than the
minimal tensor grid; in this casé} points instead o25. The tensor grid starts with a very small approximation error,
which in this case is not of much use, because the truncation error is relatively large. This can be seen in Fig. 2 on
the right, where the total error is shown. Note the huge difference in scale between the two plots. The PCM, random
sampling and Hammersley sampling, converge at a slower rate.

In practice, it does not make much sense to increase the number of sample points without increasing the number of
expansion terms as well. Otherwise, the truncation error dominates the total error as seen in Fig. 2 on the right. For a
reasonable result, the two errors should decay at approximately the same rate. In experiment two, we repeat the above
experiment but increase both the number of expansion teramsl the number of sample points We approximate
by polynomials of total degree betweérand8. With increasing expansion degree, the truncation error decreases,
while the approximation error potentially increases, as more coefficients have to be computed. This is evened out by
using more and more sample points. For PCM, random sampling, and Hammersley sampling, the minimal number of
pointsn = pis chosen. The OSC is constructed with the rigorous approach (see Section 3.2), which results in slightly
more points than the minimum. The minimal tensor grid for each degree has approximately twice as many points as
there are terms in the expansion, because we are employing a basis of polynomials up to a certain total order, not a
tensor-product polynomial space.

* . . e o . e o o o . . . 3 ¢ ° ® . .
) . random hammersley
OSC method tensor grid PCM method . .
sampling sampling

FIG. 1: Visual comparison of different sampling methods for two uniformly distributed random variab[esloh]2.
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FIG. 2: Approximation error and total error observed in experiment one for the calculation dbte&pansion
coefficients for al-th order expansion of the model functidf (x1, x2) = exp (1 + x2).
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The approximation error and the total error observed in experiment two are shown in Fig. 3. Now the approxima-
tion error of the individual data points are not directly comparable, as each expansion has a different number of terms.
If we compare data points that belong to the same degree of expansion (e.g., the last point of each plot) then we see
that tensor grid rules are much more accurate (an errvdof versus10~°) but at the same time need more points.

The plot in Fig. 3 on the right shows that the OSC overall is more useful. This is because the high approximation
accuracy of the tensor grid rule is compromised by the relatively large truncation error. The additional sample points
in the tensor grid are spent for an additional integration accuracy that is not worth the effort.

In experiment three, we repeat experiment two with the model fundtidm, z2) = 1/ (1 + 52% + 523). This
function is similar to the one-dimensional Runge function [18], which is famous for the fact that polynomial interpo-
lation is instable on an equidistant grid. The two errors are shown in Fig. 4. Here we see that the three sampling rules
(PCM, random sampling, and Hammersley sampling) have increasing integration error. This is in line with the fact
that the Runge function is difficult to interpolate. The sample points are not well-spread in the domain to approximate
the growing number of coefficients reliably. These three methods are efficient in some cases, but not robust in the
current example.

Approximation error total Lo error
T T E T T T T E
B 1[—e— 0OSC
-1 100} £
107 | 8 E 1|—=—  Tensor
107 E 4|~ PCM
107°| ] 10_2i 1|—— Random
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107° | 1 1073 g E
10—7 - | 1074 é é
1075 | |
-9 L | - ]
10 ! ! ! ! ! 1075 ! ! ! |5
0 20 40 60 80 0 20 40 60 80
Number of sample points n Number of sample points n

FIG. 3: Approximation error and total error observed in experiment two for expansions for degree fodhfor the
model functionM (x1, z2) = exp (z1 + x2).
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FIG. 4: Approximation error and total error observed in experiment three for expansions for degre tiséanfior
the Runge-type model function.
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In summary, these three experiments demonstrated that tensor grid integration rules are very robust and accurate,
but have too many sample points. The other methods get along with fewer points, but are not necessarily robust. The
OSC method, however, is both robust and has a small number of points.

The authors are aware that, in all of these examples, the tensor grid integration rule has been used for a case that it
is not optimal for. Many polynomial terms were neglected that could have been integrated exactly with a tensor grid.
This demonstrates that, for an ansatz space that is not of tensor product form, tensor grids can be beaten in efficiency
by a more adapted integration rule, such as OSC.

If the ansatz space was chosen to be of tensor product form (i.e., including all products of one-dimensional poly-
nomials up to a certain one-dimensional order), then without doubt tensor product rules with points from Gaussian
guadrature are very efficient and robust. Would a tensor grid be more efficient than OSC in this case? No, it would
not, because by construction, OSC coincides with a tensor grid in this case: A tensor-product rule with points from
Gaussian quadrature minimizes the objective function in Eq. (20).

5.2 Two-Dimensional Dependent Input

In this experiment (experiment four), we demonstrate that the OSC can handle input parameters with a dependent
distribution. For this case, we select

=R Rae ] @

with two uniformly distributed random variabld® ~ U/ (1,2) and® ~ U (0,7/2). The values ofX are again in

the interval[—1, 1], and the support of the distribution is a quarter of a ring around the peint—1) with radii 1

and2. The distribution was discretized by a sample of 4i2800. All subsequent calculations (construction of ONB,
calculation of error measures) are based on this sample, so we regard the sample as a discrete distribution. Thus, in
the error measures, we do not get an additional Monte-Carlo error. Please note that the represeiiatidiro{30)

by a sample is not a requirement of OSC, but merely serves to define a fully accurate reference solution by Monte
Carlo.

Figure 5 shows the resulting sampling points determined by different sampling methods. Tensor-grid-based meth-
ods have difficulties to resemble the input distribution properly. With two exceptions, the sample points of OSC all lie
within the support of the distribution of. This is noteworthy, since in the optimization no explicit constraints were
imposed, following the idea of an augmented support for the integration (see remark in Section 3.1). The two outliers
can be explained by the fact that the functions of the test spaaee defined outside the support as well. Since the
functions are smooth, even points outside the support are informative about the model fdiction

As a fifth experiment, we perform a PCE with increasing order for the model funkfién; , z2) = exp (z1 + z2)

(as in experiments one and two) and otherwise use the problem setting defined in experiment four. For polynomial
orders fron? to 8, the two errors are shown in Fig. 6. OSC clearly outperforms the other sampling methods. Compared
to the tensor grid, OSC needs fewer sample points and is more accurate.

A N . S
o o . . e o o o . ° o o ° " [ ‘ ®
. random )
tensor grid PCM method . OSC method
sampling

FIG. 5: Sampling points generated by different methods for a dependent distribution in experiment four. The gray
area indicates the support of the distribution. The probability density function is not uniform on this area.
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FIG. 6: Approximation error and total error observed in experiment five for expansions for degree fosior the
model functionM (x1,z2) = exp (z1 + x2) with a dependent input distribution.

In the example used for experiments four and five, the dependency in the parameter distribution can be removed
by transforming the model function to th&, 8) space. In theory, any continuous dependent distribution can be
transformed to an independent distribution (e.g., via the Rosenblatt transform [58]). In practice, however, this can be
tedious, if the distribution is given as a pdf. For discrete distributions, such a transform exists, too [59], but its inverse
transform is not continuous and, in most cases, the transform removes the spatial information from the distribution.

5.3 Nested Integration

In experiment six, we demonstrate how OSC is able to produce nested point sets. We mimic a case of Bayesian
inference, i.e., we use two different distributions. In the first step, we generate a set of points for a prior distribution,
which we select to b/ (0, 1) for both parameters independently. In the second step, we add more points and use
a different distribution, namely/ (1, 0.52). Such types of distributions could occur when Bayesian inference with a
linear model and normally distributed measurement errors is performed. In Fig. 7, the two distributions are indicated
by the gray shading in the background. The distributions are chosen such that some of the prior integration points lie
in the high-probability region of the posterior, which means that some interactions between the prior and the posterior
point cloud can be expected.

We generate 12 integration points for the prior with a test space of polynomials up to degree 7. For the posterior,
we add 11 points with a test space of polynomials up to degree 8. The integration points are shown in Fig. 7. On the

3
° . b o O' T
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o °
0t o I o < o o °
o (e}
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° o
3 } }
-3 0 3 -3 0 3

FIG. 7: Prior (left) and posterior (right) distribution and accordingly placed integration points for experiment six.
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left, the 12 prior integration points are shown. On the right, the prior integration points are shown in white and the
newly added points are shown in black.

As expected, the newly added points interact with the prior points and leave gaps around them. It is clear that the
23-point rule is not the best integration rule one can obtain with 23 points, but it is the best possible extension of the
preset 12 points. If the posterior distribution was known beforehand, then then we could have generated a 15-point
rule with the same test space. The recycling of the old points save2l/yé+ 1) = 4 points [Eq. (29)].

5.4 Optimization Effort and Robustness

The dimension of the optimization problenvigd + 1), and increases with both dimension and number of points. In
experiment seven, we perform the optimization in different dimensions (number of random input variables) and for
various numbers of integration points to provide a rough idea about the computation time.

For all of the following calculations, we assume a uniformly distributed inguin a unit cube[—1, 1]d. For
various dimensions, we construct ansatz spaces of different total degrees. An ansatz space of polynomials up to total
degregy in d dimensions has a basis of

!
p= (dd_;—g!g). (31)

ansatz functions. For each case, we perform optimizations with the minimal number of points and the test
space according to Eq. (22) (see Section 3.2). To get a robust estimate, the computation time is averdged over
optimization runs for each case. The initial conditions are point clouds drawn randomly from the distribulion of
Our implementation uses the objective function as derived in Section 3.3. Additionally, the partial derivatives of the
objective function are implemented analytically. For the optimization, MATLAB's funcligmonlin ~ was used,
which is based on the interior trust region algorithm described in [60]. The optimization was performed on one core of
a desktop computer with 3.10 GHz. Results are summarized in Table 1. Figure 8 shows a plot of the optimization time
in terms of degrees of freedom. Data points from different dimensions are put together in this plot. In the range of up
to 100 degrees of freedom, the optimization time increases approximately linear (with a slope of approxiniately
the log-log plot). Beyond that point, the slope increases, indicating roughly a quadratic or faster increase. However,
our data are sparse in this area.

In the explored range, optimization time is on the order of seconds, and only one of the cases takes more than one
hour. This has to be compared with the evaluation time of the model funkfiger integration point. Depending on
the complexity ofM, this can easily be in the range of days, even on much faster and parallel architectures.

Finally, in experiment eight, we investigate the numerical robustness of the optimization. How sensitive is the
optimization result to the random initial conditions? We compare three cases, all of dimeresionall with a test

TABLE 1. Optimization time for OSC for different polynomial degrees in
different numbers of dimension, observed in experiment seven

Dimension | Degree Number of Degrees of| Optimization

integration points| freedom time [s]

1 1 2 4 0.02

5 6 12 0.07

10 11 22 0.21

2 1 3 9 0.03

5 21 63 0.26

10 66 198 2.14

5 1 6 36 0.29
5 252 1512 4020.80

10 1 11 121 51.17
2 66 726 2171.10
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FIG. 8: Optimization time in terms of degrees of freedom.

space of polynomials up to degr&eln the first case, the underlying distribution is uniform on the unit square. In the
second case, we select a bimodal Gaussian mixture distribution: With a probabilityi6fthe random parameter is
sampled from one of two normal distribution§((0, 0), ) andN((3, 3), I). In the last case, the parameters are again
uniformly distributed, but this time we generateandom points and insert them into the optimization as fixed points
for point recycling (see Section 4.1), and ask the optimization to augment the Grytddhts.

For each of the three cases, we repeat the optimization times and record the optimization time and the
achieved value of the objective function. Figure 9 shows scatter plots of this data. In the left plot, we can see that the
objective function has three distinct local minima. The number of runs that reached the global minimum is 420 of
1000. In the second case, the objective function seems to have many more local minima and the number of successful
runs is 278 of 1000. In the third case, very many runs did not find the global minimum and only 55 of 1000 runs
reached the optimal point.

These results indicate that, for multimodal distributions and with point recycling, the optimization becomes practi-
cally more difficult. Local search algorithms do not guarantee to find the global minimum. Consequently, the compu-
tational effort for finding optimal points is the product of the average optimization time and the number of necessary
multistarts. Also, in practice we have to accept that we can only improve quadrature rules, but do not necessarily
find the best possible one. In these cases, global search techniques could be beneficial. For a practical guarantee for
improvement, one can insert the closest alternative or best-in-class integration rule, and ask OSC for an adaptation to
the more specific problem at hand.

In all three cases reported in Fig. 9, the computation time varied mainly within one order of magnitude with a few
outliers in case 2 and 3, which are slower by a factor of about 100 compared to the fastest run.

uniform distribution bimodal distribution point recycling
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FIG. 9: Scatter plot of achieved value of the objective function versus calculation time.
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6. CONCLUSIONS

In this work we introduced OSC, a new integration rule for the efficient, nonintrusive construction of polynomial
chaos expansion methods. The method is adapted to the task of calculating PCE coefficients and yields an optimized
set of integration points and weights. The integration points can be used for a quadrature approach or a weighted
regression and are not generally of tensor grid structure. The OSC method can handle statistically-dependent input
parameters and, by reusing integration points, nested integration rules can be constructed.

For the model functions tested here, OSC showed to be more robust than known sampling and integration methods
with minimal number of points. Moreover, tensor grid rules are a special case of OSC, if the expansion is based on a
tensor product polynomial space with a separable measure. For expansions with other types of polynomial spaces or
with statistically dependent input parameters, OSC deviates from tensor grid rules and yields more efficient results.

In high dimensions, the optimization for finding the integration rule can take a considerable amount of time, but
the number of necessary model evaluations can be reduced. Thus the OSC method shows its strength when applied to
computationally expensive models, where each single model evaluation matters. The method can reduce the number
of model evaluations to the minimum and it can reuse given information, if available.

In Section 1, we mentioned that sparse grids are used most effectively, if the Smolyak algorithm is applied to the
projection operator itself, rather than to the integration operator. A similar step could be done with OSC. While in this
work we optimized nodes and weights to get the best possible quadratur operator, one could also try to find the nodes
and weights, that yield the best projection operator. This is a subject of ongoing research.
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APPENDIX A. AUGMENTED SUPPORT

We provide a simple example to show that, by setfintp a larger set than the supportlof one can increase the
degree of a quadrature rule.
Let I be the uniform distribution ofi-2, —1] U [1, 2]. We seek to construct a quadrature rule that is exact for

all linear functions. If we select the domain to be just the suppol, afamely2 = [—2, —1] U [1, 2], then at least
two integration points are needed. Additionally, an optimization on such a domain is tedious. If, however, we select
Q = [-2,2] and if M can be evaluated everywhere on this interval, then we can find a quadrature rule with only one

integration point, namely the expected value, which ere.

APPENDIX B. THE DOF CONDITION CAN BOTH OVER- AND UNDERESTIMATE THE NUMBER OF
NECESSARY INTEGRATION POINTS

Here we give two examples of test spaces, where the number of integration points needed for exact integration differs
from the humber suggested by the DOF condition.
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The first example is described in [57]. For a uniform distribution wits 2 and7 = span{1, z1, z2, 23, 7122,
x3}, itis t = 6 and the DOF condition suggests choosing= 2. However, no matter where the two points are
placed in the domain, there always exists one strictly non-negative functibrihiat is zero in both points. Thus, no
guadrature rule withh = 2 exists that is exact for all functions fh.

For the second example, assume a two-dimensional tensor product of Gaussian quadrature rules with two points
in each direction on a separable measdre; 2, n = 4 and the DOF condition suggests that such a quadrature rule
is exact for a test space of dimensiofid + 1) = 12. In fact this quadrature rule is exact for all polynomials up to
order3 in each coordinate direction, which yieltls- 16, which is a higher order of accuracy than the DOF condition
suggests. Tensor products of Gaussian quadrature rules have the property to be exactfoR? test functions,
because the factor @ multiplies for each dimension.
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