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Material discovery and development drives innovation and is a key component for almost all cutting edge technologies

today. With progress in computing power and numerical methods, multiscale modeling has been a rapidly growing

requirement in the science and engineering of materials. However, unresolved challenges in true multiscale modeling

have thus far prevented engineers and scientists from realizing its full potential and, as a result, its success in produc-

tion applications is not widespread. Particularly difficult challenges to multiscale simulations are the vastly different

physics at different scales among different materials manufactured with different procedures and used in different

applications with different performance indicators. To help address these challenges Dassault Systèmes has brought

together the power of multiple software brands to combine the expertise in multiphysics simulations from quantum

and molecular to continuum and system scale with a purpose to promote the production usage of multiscale modeling

to design, develop, and validate sustainable and programmable materials. In this paper, the key multiscale modeling

and simulation technologies from Dassault Systèmes will be introduced with a focus on the realistic industrial appli-

cations via an end-to-end digital thread on the 3DEXPERIENCE Platform. Our goal is to provide a fundamental and

general framework to allow engineers to construct microscale models, and deduce the macroscale laws and the consti-

tutive relations by proper homogenization, with seamless integration to our native material modeling capabilities, for

quantitative, rigorous analysis of the overall response and failure modes of advanced multiphase materials.

KEY WORDS: multiscale, mean field homogenization, representative volume element, FE2, microme-
chanics informed, coarse graining, phase field, periodic boundary condition

1. INTRODUCTION

Over the past 50 years, tremendous progress had been made by the scientific and engineering communities in the
field of computer simulation of physical systems at the macro, or visible, scale. This progress is due to a number
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of factors including advancements in our understanding of the underlying physics, improved modeling techniques,
development of robust numerical methods for solving relevant field equations, and of course the exponential increase
in computing power and memory. As a result, the available commercial software tools for product design simulation
based upon the finite element method and computational fluid dynamics are well developed for many industries.

Part of the value of virtualization of structures is to reduce the time and cost associated with physical testing,
but there is a far greater value in the insight that engineerscan gain into how a component or subsystem behaves
(upper right of Fig. 1). For the simulation of structures at the macroscale (FEA/FEM) there have been decades of
development of phenomenological material modeling, basedon testing and observation of material behavior.

Over roughly the same time period, the field of computationalchemistry has been developed to study materials at
their most basic electronic, atomistic, and molecular levels (lower left of Fig. 1). From an industrial perspective, the
software tools of computational chemistry can help the chemist and material scientist gain insight into fundamental
material behavior in an effort to design and create new and improved materials. The related field of computational
metallurgy helps the metallurgist and material scientist develop better metal alloys. A common idea in metallurgy and
materials science is understanding theprocess-structure-property(PSP) relationship. It is fairly easy to grasp that the
manufacturing process of a metal alloy affects its microstructure (grain size, etc.) and this microstructure will affect
the overall mechanical properties (stress-strain curve, yielding, failure, etc.).

Traditionally, these two domains of engineering (product design) and materials science (material design) have
worked independently, communicating needs/requirementsand availabilities. These two domains work at extremely
different length and time scales. Significant advances havebeen made as the engineering domain looked at smaller
scales in order to better understand the microstructure of materials and the materials science domain looked at larger
scales to better understand a material’s macro behavior. Inrecent years, the concept of ICME, integrated computa-
tional materials engineering, has gained considerable traction, especially at the research level and within academic
programs. The goal of ICME is to advance the computational knowledge and infrastructure so that scientists and
engineers can work together, across all length and time scales to develop better materials and thus better products. In
the USA, the Materials Genome Initiative was launched in 2011 to speed the discovery and use of advanced materials
across industries. This is just one example of the stated importance of advanced materials, all the way from chemistry
and materials science to their engineering use in design.

At Dassault Systèmes, we have brought together brands and technologies that play key roles in product design,
CATIA; simulation for design, SIMULIA; and computational chemistry and materials science, BIOVIA. The Dassault
Systèmes vision is to bring together all the required physics of simulation, across all scales, for use in innovation in
product, nature, and life. Dassault Systèmes is uniquely positioned to deliver these technologies in a single-business
environment, the3DEXPERIENCE Platform. By working within a single, integrated platform, we can integrate the

FIG. 1: Computational modeling or simulation at various scales: a tire/auto example
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tools that materials scientists use to develop new and improved materials, along with all the tools that engineering
communities use to develop new and improved products. As depicted in Fig. 2, the goal is to bring together and
integrate all of the technologies for the creation of new materials and the innovation of new products based on
advanced material modeling.

2. MATERIAL MULTISCALE METHODS IN DASSAULT SYST ÈMES

The virtual design and simulation is done according to modeling assumptions needed to reduce the complexity of the
system. These assumptions aim to solve for different levelsof detail of an equivalent system. In the case of material,
significantly different levels of detail may be obtained depending on the modeling assumption: a metallic material
can be assumed as a uniform homogenized volume with a global behavior measured from physical tests, or as an
aggregate of microstructural constituents (grains, particles, combination of multiple phases), with local constituent
behavior tested physically or calibrated numerically. This lower scale modeling provides a higher level of detail (for
example, the ability to identify which component is leadingfirst to plasticity or failure). To ensure the lower scale
model is representative of the global behavior, the right volume must be considered and defined. Such volume is
named the representative volume element (RVE). RVE dependson the microstructure of the material or the size of
the substructure to consider. As an example, in the case of composite materials, dependent on mechanical properties
of the fiber-matrix combination, including a greater numberof fibers in the volume will generate a more representative
response of the aggregate. Therefore minimum RVE size needsto be determined to ensure the computed properties
are representative for macroscale response.

RVE in itself corresponds to the smallest size scale meaningful at continuum scales. Its size, however, is gigantic
in comparison to the atomistic scale which is used for molecular modeling in BIOVIA applications. The two scales
can be connected at the level of microstructure description: phase-field modeling is used in BIOVIA tools to simulate
microstructure based on the fundamental properties of the material (mainly thermodynamic properties and elastic
coefficients). Such material characteristics are inferredfrom atomistic simulations using a selection of tools from
the molecular modeling toolbox. The choice of simulation techniques is determined by a number of factors: which
properties are of interest, what are the accuracy requirements, what are the computational resources available.

FIG. 2: The science and engineering of material from quantum scale to system scale
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The most detailed representation of materials is based on a quantum mechanical description of the ensemble of
interacting electrons and ions. This is the necessary levelof theory when material properties of interest are determined
by electrons in crystal: e.g., optical properties, semiconductor properties, and electron transfer reactions. Computa-
tional effort required for quantum mechanical simulationstypically scales with the number of atoms asN3, or at
bestN2 logN . Rare implementations that offer linear scaling have a veryhigh crossover point relative to the typical
N3 codes, so realistic applications of these techniques are limited by hundreds, at most thousands, of atoms. This
translates into volume elements with linear dimensions of afew nanometers, far below the RVE size scale. Similarly
simulations of time-dependent processes using quantum mechanics do not cover more than 10–100 ps.

The size of the system and simulation time can be increased byorders of magnitude by using a potentially less
accurate description of interatomic interactions. This isimplemented in classical simulations where atoms are treated
as particles that interact using predefined force fields; force field parameters are often derived so as to reproduce
properties computed with quantum mechanics. The next levelof abstraction brings us to mesoscale modeling, where
atoms are no longer treated individually but instead are grouped into interacting beads with their own force fields.

The subsections below give a brief overview of the technologies/software products available at the various scales
in Dassault Systèmes.

2.1 Quantum Mechanics: Density Functional Theory (DFT) Des criptions of Atoms and Electrons

The prediction of molecular orbitals and electronic statesof matter is the smallest-scale problem that can be addressed
in a multiscale modeling framework for engineering applications. The goal of such calculations in a multiscale frame-
work is to analyze intrinsic material behavior such as crystal elasticity, the in-depth description of molecules in their
surroundings, or chemical reactions.

In small molecules, electronic orbitals typically extend over the entire molecule. In metals they can be completely
delocalized waves. In both cases we need to model the electron’s behavior by solving an approximation to the quantum
mechanical Schrödinger equation. As additional complication, the Pauli exclusion principle requires that no two
electrons can occupy the same quantum state, which means that all electrons in a material are aware of each other.
For macroscopic crystals with∼ 1023 atoms, it is not possible to treat each electron individually.

This challenge is solved by noting that one can describe all electrons in terms of their total density (Hohenberg
and Kohn, 1964). The corresponding Kohn-Sham (KS) equations (1965) provide a practical way to solve for the
density and are the foundation of the density functional theory (DFT) approach to electronic structure theory. We do
not cover DFT in depth, but aim to give a high level overview ofwhat calculations look like from a practitioner’s
point of view and introduce the basic terminology required to understand multiscale simulation workflows. Readers
interested in having a deeper understanding of electronic structure theory should consult some of the excellent texts,
for example, Martin (2012). The Swiss army knife for DFT calculations is Materials Studio, which provides access
to a number of different implementations—each with their own set of advantages and application areas.

The main approximation in DFT introduced in the KS equation is that the correct description of the electron-
electron interaction requires a potential that can accountfor the exchange effects (e.g., the Pauli principle) and
electronic correlation. An entire hierarchy of theseexchange correlation (XC) functionalshas been developed, as
summarized by Burke (2012). This topic remains an active area of research. The suitable specification of the XC
functional is an essential ingredient in a DFT calculation.

In solid systems, we typically assume that crystals are infinite and symmetric and apply periodic boundary con-
ditions. Depending on the lattice symmetry, we might get away with modeling only a few atoms per asymmetric unit,
also called theunit cell. The price for this change in perspective is that we need to sample the entire Fourier space of
the crystal lattice waves (called the Brillouin zone, sometimes alsok-space), and we need to solve the KS equation
at each of the points. Thek-space samplingis a numerical choice, which should be converged explicitlyand needs
specification in any periodic DFT calculation.

The third major ingredient is the choice of the basis on whichto represent the Hilbert space accessible by the
electrons. Implicit in the choice of basis set is a selectionof an implementation of DFT. A few common choices for
basis sets, their advantages, and their respective implementations in the BIOVIA software portfolio are the follow-
ing:
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1. Plane waves, as implemented in CASTEP (Clark et al., 2005). Here the electronic density is represented
by Fourier waves with a specifiedcutoff energy, which determines the quality of the basis. Plane waves are
ideally suited for simulating periodic lattices of materials such as metals, semiconductors, and other crystals.
They are frequently used to study surfaces and heterogeneous catalysts.

2. Numeric atomic orbitals are centered on nuclear positions and describe the electrons in similar terms to
the single-atoms, p, d atoms that are well known in high school chemistry. They are well suited to study
molecules, larger crystals, and reaction rates, and are used in heterogeneous catalysis applications. The DMol3

module (Delley, 1990, 2000) in Materials Studio provides a robust and scalable implementation of numeric
atomic orbitals.

3. Gaussian basis functions are also centered on atoms and model electrons as superpositions of analytic func-
tions. This implementation is suitable for the highly accurate calculation of molecular and solvation proper-
ties, as a lot of integrations involving the Gaussian orbitals can be achieved analytically. Gaussian basis sets
are implemented in TURBOMOLE (TURBOMOLE, 2020; Balasubramani et al., 2020).

4. Nonorthogonal generalized Wannier functions (NGWF) provide a way to overcome the unfavorable scaling
with the system size that is implicit in the basis set choicesdiscussed above (Skylaris et al., 2002). Their
implementation in the ONETEP module (Skylaris et al., 2002)in Materials Studio is particularly suited for
studying the electronic structure in systems of many thousands of atoms, which can easily become out of
reach for commonly available computational resources in other methods.

A final choice, often made together with the basis set, is a selection of a suitablepseudopotential. These are often
used to describe the core electrons of heavier atoms, thereby reducing the computational cost.

To sum up, a practitioner needs to focus on three things: (1) asufficient theoretical description of the electrons
via a suitable exchange correlation functional and a representation of nuclear core electrons, (2) a suitable basis to
describe the electrons at a singlek-point, and (3) sufficientk-space sampling for periodic crystals. The pseudopoten-
tials and basis convergence depend on the actual implementation of DFT, with multiple different options available for
different purposes.

As described so far, DFT can compute the total energy of an atomic system with known nuclear positions and unit
cell. Forces on the nuclei are available and are used in semiclassical equations of motion where electrons are treated
quantum mechanically and nuclei are point particles. Following the forces to find energy minima and saddle points
enables the simulation of stable structures and reactions,respectively. A large number of property calculations are
possible to understand materials and drive product design decisions. These include basic thermodynamic properties,
molecular and lattice vibrations, elastic coefficients, solvation properties, and chemical reaction rates, as well asa
wide variety of spectroscopic data. Materials Studio provides a straightforward tool to run and manage DFT calcula-
tions across the entire spectrum of materials science applications, to analyze them correctly, and to build workflows
on top of individual calculations.

In practice, a DFT calculation proceeds as follows. First, set up the molecule or lattice with atoms in approxi-
mately the correct position. Next, select an implementation of DFT, and suitable computational settings as described
above. The calculation will proceed by self-consistently determining the electronic structure of each set of lattice co-
ordinates and then typically follow the atomic forces to findthe point where the energy is minimized. This structure is
the basis for computing physical properties as discussed above. One can build workflows by successive calculations
on different lattices and molecules in a high throughput fashion, for example, to obtain phase diagrams directly from
quantum mechanical calculations.

2.2 Molecular Dynamics

While being able to predict the electronic states of matter gives a very accurate representation of a molecule or of
a crystal, the limitations in terms of system size require alternative methods that can still capture the chemistry of
a system. Simulations based on classical potentials removethe complexity of interactions of electronic states and
replace them by a model where the atoms are treated as spheres. Atoms can interact with other atoms by a bonded,

Volume 19, Issue 3, 2021



6 Bi et al.

or valence term, if they are connected, or a nonbonded interaction, if they are not directly connected, or a mixture of
the two interactions. By simplifying the interaction between atoms, classical potentials enable the simulation of much
larger system sizes, up to millions of atoms, thus incorporating more chemical complexity than is possible with DFT.
Through molecular dynamics, the use of classical potentials also enables the simulation of longer time scales than
DFT and the incorporation of the effect of temperature into asimulation.

In order to predict the properties of a system using classical potentials, a set of parameters which describe
how the atoms interact is required. This parameter set is known as a force field and there are many different force
fields available in the literature. Generally, force fields are developed to model a specific problem. For example, if
a user wanted to develop a new drug, they might use the CHARMm (Huang and MacKerell, 2013) force field. The
CHARMm force field includes different elements for organic molecules but has been parameterized focusing on
ligand-protein interactions and cannot be used to model a metal alloy where a user may choose a very specific force
field that has been parameterized for the elements of interest.

The interactions between atoms of the same element are also dependent on the local environment of the atom.
For example, a carbon atom in a hydrocarbon chain will not have the same bond length distance to an adjacent carbon
as it would if it was attached to a benzene ring. To solve this,force field types are used to differentiate between the
same elements in different chemical environments. Force fields for modeling a wide range of systems can be very
large and complex and extending them requires significant effort. The COMPASS III force field (Akkermans et al.,
2020), provided in Materials Studio, uses equivalencing rules to minimize the number of force field types but still
contains 281 different types.

Force fields also vary in terms of the interactions that are included. COMPASS III is known as a class 2 force
field and includes simple valence terms to represent bond stretches, angles, torsions, and advanced cross terms to
capture relationships between the simple valence terms. Italso includes explicit terms for nonbonded interactions,
capturing van der Waals and electrostatic forces.

A force field on its own is just a set of parameters and must be coupled with another method to enable investiga-
tion of material behavior. The most popular methods are simple energy calculations, used to evaluate the energy of a
system; molecular dynamics, used to model the temporal evolution of a molecule or crystal; or Monte Carlo methods,
used to calculate specific properties or build models of materials (Akkermans et al., 2013).

In Materials Studio, the two main solvers that use classicalpotentials for molecular dynamics are Forcite and
GULP (Gale and Rohl, 2003). Forcite, coupled with the COMPASS III force field, is used to study properties of a wide
range of condensed phase systems. For example, COMPASS III has been applied to predict properties of polymers
and resins such as glass-transition temperature, coefficient of thermal expansion, diffusion of penetrant molecules,
and mechanical properties. GULP includes many specializedforce fields and is focused on the prediction of properties
of solid state materials. Classical potentials are also used in several Monte Carlo based solvers in Materials Studio.
For a review of these, please see Akkermans et al. (2013).

In a molecular dynamics simulation, different ensembles are used depending on the type of simulation required.
The microcanonical, or NVE, ensemble, where system volume and energy are conserved, can be used to calculate
properties where thermal fluctuations are important, such as diffusivity. The canonical, or NVT, ensemble where
volume and temperature are conserved by use of a thermostat is often used during property prediction. The isobaric-
isothermal, or NPT, ensemble, where pressure and temperature are conserved by use of both a barostat and thermostat
closely resembles experimental conditions. In reality, prediction of a property such as yield stress requires numerous
chained simulations with different ensembles. Initially,the system is equilibrated using a long NPT dynamics simu-
lation. This is followed by multiple cycles of NVT (to relax after a strain has been applied), NPT (to equilibrate to
the new density), and production NVT (to calculate the new stress). In BIOVIA software, these complex workflows
are automated in the BIOVIA Materials Studio Collection in BIOVIA Pipeline Pilot (2021), a workflow automation
and data science tool.

2.3 Coarse-Grain Molecular Dynamics

Access to today’s high performance super computers allows simulations using representation of matter at the explicit
atom level to be performed for potentially millions of atoms. In fact, Jung et al. (2019) recently reported the first
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billion atom simulation utilizing over 100,000 cores. Evenat more moderate atom counts there are challenges with
the volumes of data produced, for visualization and analysis, and systems are not always suitable. For instance,
in simulation of dilute solvated systems it would make little sense to spend so much effort in the calculation of
many explicit solvent molecules. For the study of soft matter condensed phases such as polymer phase separation
or surfactant self-assembly, representation at a coarser level is a pragmatic choice that provides convenient access to
insights and property predictions at scales of 1–1000 nm with smaller demands on the computer. This is often referred
to as the mesoscale regime (though the term mesoscale is alsoused within engineering scales to mean something much
larger, which can cause confusion).

Coarse-graining approaches have long been used to simplifyand reduce computational requirements of molecular
dynamics simulations. Early representations of polymers often used united atoms (UA), since the fluctuations of
hydrogen atoms are of secondary interest and are neglected.As well as substantially reducing the number of particles
in the simulation box, the time steps used to progress atom positions can usually be doubled from 1 to 2 fs. Despite
the approximation UA simulations have been reasonably successful in reproducing nondynamical properties (Chen
et al., 2006) when compared to atomistic models.

Another strategy for simulation at the mesoscale is to use a continuous field representation describing the spatial
distribution of species. Materials Studio MesoDyn employsdynamic density functional theory to evolve the fields
with constraints that capture the random chain nature of polymers and drivers of phase separation between unlike
chemical species. MesoDyn is particularly suited for exploring ordered phases in block copolymers and a connection
with Flory-Huggins polymer theory is key in connecting these simulations to experimental characterization of the
component materials. Groot and Warren (1997) also identified Chi parameters as a simple route to parameterizing
another coarse-grained approach, Dissipative Particle Dynamics (DPD).

DPD is a soft-particle based approach with overlapping discrete interaction sites, associated with the position
of particles, or beads, representing groups of atoms in the atomistic system. A DPD bead can also be interpreted as
a region of fluid rather than a distinct particle and, as such,DPD beads can overlap and indeed pass through each
other. Consequently, mixtures of several components show very fast reorganization to the thermodynamic equilibrium
configuration on the nanometer scale compared to all-atom orunited atom simulations. However, the trade-off for fast
structural equilibration disconnects from physical kinetics, and this limits the properties that DPD can be expected to
reproduce reasonably.

An increasingly popular approach is a compromise between the UA and DPD methods, known as coarse-grained
molecular dynamics (CG-MD) which retains a relatively coarse representation (several atoms to a bead). CG-MD
uses force fields (usually including Lennard-Jones, Coulomb, bonds, angle terms, and sometimes dihedrals). Several
specific parameter sets for treating material types have emerged but undoubtedly one of the most popular has been
the approach of Marrink et al. (2004), known as the Martini force field. Martini uses a reasonably small set of
interaction sites to represent a full range of chemistry (polar, intermediately polar, apolar, and charged species with
subtypes for electron donors, acceptors, both, or none) andit has enabled a wide range of materials to be studied
with a limited amount of time-consuming re-parameterization. Parameterization of the beads is primarily achieved
through matching with experimental octanol/water and alkane/water partitioning free energy values. This successfully
provides the necessary driving forces for aggregation, partitioning, and self-assembly processes. Though initially
derived for biomolecular simulations, Martini has been shown to be transferable to a diverse set of systems in soft
materials science. Nevertheless, as the materials scienceapplications have grown, the introduction of special cases
and terms to provide better agreement with experimental data has been needed. The authors have recently taken
the opportunity to revisit the parameterization of the interaction matrix and have introduced Martini3 (Souza et al.,
2021). Martini3 is expected to better capture relative miscibility, self-assembly, and aggregation propensities, and is
set to become even more widely adopted. While CG-MD is increasing in popularity, it is worth pointing out that in
common with other mesoscale methods dynamic properties arenot so easily recovered. This is explained in terms of a
smoothing of the potential energy surfaces in a coarse-grained representation allowing molecules to move more easily
past each other. In the four atoms to one bead representationof the Martini approach, an approximate acceleration of
bead dynamics of four times compared to all-atom simulations is observed due to this effect. In fact, this increases
the time scales accessible to a CG-MD simulation, but also makes it more difficult to make predictions for properties
such as diffusivity and viscosity.
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2.4 Phase Field

Theoretical modeling and prediction of microstructures inhard materials is dominated by the phase-field method.
Phase-field models, sometimes also called diffuse interface models, are characterized by the use of a diffuse interface
between different phase regions. The phase-field variable or state function which distinguishes between the different
phase regions is made to vary rapidly but continuously, avoiding any discontinuities. The system can then be solved
as a set of partial differential equations avoiding explicit treatment of the boundary conditions at the interface (Fig. 3).
The BIOVIA multiphase-field tools are based on the OpenPhaseCore library provided by OpenPhase (OpenPhase,
2021).

In the multiphase-field implementation each grain is attributed its own phase-field variableφm. The governing
equations for the evolution of the phase fields and the concentration are given below:

φ̇k =
N
∑

l= 1

µkl

N

{

N
∑

m= 1

[σlm − σkm] Im +
π2

8η
h′∆gkl

}

, (1)

Im = ∇2φ+
π2

η2
φm, (2)

ċ = ∇







N
∑

k= 1

φk [Dk∇ck] +

N
∑

k,l= 1

jkl







. (3)

Herek, l, andm are the phase-field indexes,µkl is the interface mobility, andN is the number of nonvanishing
phase-field parameters at a given point.η is the interface thickness,h is the shape function related to the phase-field
contour, and∆gkl is the thermodynamic driving force.I is the generalized curvature term.Dk is the diffusion matrix
in phasek, andjkl is the anti-trapping current. For further details about themethod, see Steinbach and Apel (2006).

Other effects such as latent heat, heat diffusion, and mechanical strain can be included in the simulations. The
time evolution of the problem is solved by integrating the set of partial differential equations on a regular grid starting
from a defined starting condition and including appropriateboundary conditions. Calculations can be performed using
a 2D or 3D grid. Naturally the 2D setup allows for larger lateral size and a longer simulated time range. To speed up
the calculations the code is parallelized using OpenMP.

FIG. 3: Example plot of phase-field values along the red horizontal line in the above simulated microstructure
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Grains can be specified as part of the initial starting condition or nucleated from a set of nucleation seeds during
the cooling of the system. Phase-field simulations require alarge set of input parameters. Some of the parameters can
be found in the literature or material databases, while others such as interface energy, interface mobility, and diffusion
can be harder to find or are found to have large errors attachedto them. For qualitative or phenomenological studies
accurate values for the latter parameters might not be needed, while if quantitative predictive studies of a specific
materials system are desired, accurate values are required; values can sometimes be improved by fitting to known
experimental results.

2.5 Solvation Chemistry: COSMO-RS

The conductor-like screening model for realistic solvation (COSMO-RS) is a predictive, generally applicable, and
efficient computational model to handle fluid phase properties (Klamt et al., 1998). In short, COSMO-RS combines
quantum chemical information with macroscopic thermodynamic properties via an efficient statistical thermodynam-
ics approach. In this context, COSMO-RS might be consideredas a multiscale model on its own: solving problems
which have important features at both the atomistic scale (quantum chemical properties) and macroscopic scale (ther-
modynamic properties) at the same time. In several blind prediction challenges and benchmark studies, COSMO-RS
has been proven to be one of the most accurate tools for the prediction of the free energies of molecules in solu-
tion (Bannan et al., 2016; Zhang et al., 2015), and thus for all equilibrium distribution properties, such as partition
coefficients, solubilities, vapor pressures, reaction equilibrium constants,pKa values, phase diagrams, and related
properties.

COSMO-RS is a combination of the dielectric continuum solvation model COSMO (Klamt and Schüürmann,
1993) with an efficient statistical thermodynamic model of pairwise molecular surface interactions. For the quan-
tification of the surface interactions, it uses the surface polarization charge densitiesσ of each solute arising from
quantum chemical COSMO calculations. As most important molecular interaction modes, electrostatics and hydro-
gen bonding are taken into account in this way. The less specific dispersive interactions are described to first order
based on element-specific surface energies. The statistical thermodynamics itself is performed using a coupled set
of nonlinear equations for the activity coefficients of the surface segments, the so-called COSMOSPACE equations
(Klamt et al., 2002). This results in a solvent-specific freeenergy response functionµS(σ), called theσ-potential,
which gives the chemical potential of a surface segment of polarity σ in a particular solvent. Finally, the chemical
potentials of the compoundsµX

S in a pure or mixed solvent are calculated by summation of theσ-potentials of the
surface segments in a compound, and corrected by a combinatorial term.

An extension to the COSMO-RS bulk phase method is the COSMOperm model for the prediction of partition
coefficients and permeabilities in complex inhomogeneous systems, e.g., biomembranes (Schwöbel and Klamt, 2019).
It uses information about the structure of the system in order to represent it as a layered liquid of varying composition
with respect to the COSMO polarization charge densitiesσ. Free energies of solutes in such a layered liquid system
are calculated by sampling over all relevant positions, orientations, and conformations of the solute in this system
(Klamt et al., 2008). Biomembrane to water partition coefficients of neutral and ionic species are predicted with
an accuracy of about 0.7 logarithmic units (Bittermann et al., 2014) with the inclusion of a membrane potential.
Diffusion coefficients are calculated via COSMO-RS based parameters from entropic and enthalpic contributions.
More specifically, the entropy is gained by placing the permeant into a specific solvent system—here a membrane
layer—which is responsible for the diffusive pattern in a viscous environment. Interactions in the solvent environment
provide a resistance opposing diffusive molecular motionsvia COSMO-RS electrostatic, hydrogen bond, or van der
Waals interaction enthalpies.

The extended model COSMOplex allows one to generate and simulate these complex inhomogeneous systems
in a fully self-consistent way (Klamt et al., 2019), only requiring COSMO information as input. This method ex-
tends the application range to the prediction of micellar structures and critical micelle concentrations, finite loading
effects, interfacial tensions, and surface tensions, plusfree energies and structures of liquid interfaces, surfaces, and
microemulsions.

Generally, statistical thermodynamics COSMO-RS bulk phase calculations are very efficient with typical calcu-
lation times of a few seconds, being predictive and mechanistic at the same time because of its quantum chemical
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fundamentals and physical interaction terms. Similarly, COSMOperm simulations are performed within a few min-
utes, and self-consistent, iterative COSMOplex calculations within a few hours per CPU core.

The methods COSMO-RS, COSMOperm, and COSMOplex are implemented in the BIOVIA COSMOtherm soft-
ware (BIOVIA COSMOtherm, 2012). Workflows can be automated via the BIOVIA Solvation Chemistry Collection
for BIOVIA Pipeline Pilot.

2.6 Semianalytical Approaches—Mean Field Homogenization

Mean-field homogenization (MFH) is a semianalytical homogenization approach for composite material modeling. It
can be used to model composites with one matrix phase and one or multiple inclusion phases with uniform properties
for each phase. It is based on Eshelby’s solution of a single-inclusion problem and only requires partial information
of the microstructure such as inclusion volume fraction, aspect ratio, and orientation. Multiple inclusion shapes are
supported such as prolate, oblate, penny, sphere, cylinder, and elliptic cylinder. Custom shapes are normally approx-
imated by multiple families of ellipsoids with different shapes and alignments. Such as in the case of weaves and
braids, we use multiple elliptical cylinders to represent the weft and warp. As the name suggests, MFH gives predic-
tion of volume-averaged fields per constituent and the representation of the microstructure is much cruder compared
to FE-RVE.

MFH is computationally efficient and can often be used in concurrent nonlinear analyses through a linearization
process. MFH can capture complex behaviors in composite materials that otherwise cannot be properly represented
by existing phenomenological models. MFH also allows us to explore the material state at the matrix and inclusion
level to further understand behaviors leading to damage andfailure. It can be used in parts modeled with both solid
and shell elements. The fundamentals of MFH are described inFig. 4.

Alternatively, the FE-RVE computed concentration tensor can be defined by the user to specify customized strain
partitioning (Section 2.9.1). In a high volume fraction composite example, MFH give more accurate results using the
RVE obtained concentration tensor directly. The RVE-obtained concentration tensor can also be used for modeling
microstructure damage. We can obtain different concentration tensors for different damage statuses and define a
damage variable-dependent concentration tensor for material failure modeling. Proper formulation and isotropization
for homogenization in MFH can be determined and validated with FE-RVE (Section 2.9.1). For example, using
isotropic projection to compute the Eshelby tensor gives better results after onset of plasticity in the matrix compared
to general isotropization.

The implementation of MFH in structural applications uses total formulation to partition the elastic strain for
linear composites and incremental formulation to partition strain increment for nonlinear composites (Ji et al., 2017).

FIG. 4: Fundamentals of mean field homogenization

International Journal for Multiscale Computational Engineering



Multiscale Modeling for the Science and Engineering of Materials 11

Although the MFH gives good prediction for composites with linear behavior, for nonlinear composite materials it is
often required that the model be validated or calibrated against FE-RVE results or experimental results before it can
be used with confidence in a full-size FE analysis. The calibration of constituent properties can be achieved with the
calibration app in the3DEXPERIENCE Platform with standard test data performed at the composite level.

The implementation of MFH is native to the Abaqus solver, which optimizes the performance. When using MFH
we can use most of the material models already implemented inAbaqus as the constituent material. Microlevel dam-
age can be modeled with constituent level damage criteria. Any existing Abaqus damage model can be used to model
damage in each constituent. In addition, macrolevel damagecan be modeled by querying the constituent material
state through a utility included in the Abaqus solver. Damage evolution at the macro level can be captured through
homogenization using the damage response at the constituent level. These capabilities allow the user to customize the
damage criteria both at the micro and macro level to capture the damage behavior of the composite more accurately.

Another important application of MFH is to model chopped fiber reinforced composites manufactured through
the injection molding process. As shown in Fig. 5, fiber orientation calculated with an injection molding simulation
can be imported into the subsequent structural analysis andused to specify the microstructure of the composites
modeled with MFH.

MFH material is available in the3DEXPERIENCE Platform, which allows it to be seamlessly connected to our
composite design and manufacture simulation tools, thus providing end-to-end solution.

Next we present two examples with MFH. In the first example a 16-layer laminate under tension is modeled
with MFH. In the MFH material model, tensile, compressive, and shear failure criteria are specified in the matrix,
and tensile and compressive failure criteria are specified in the fiber. For comparison the Hashin model is also used.
Figure 6 shows good agreement between the MFH results and those computed using the Hashin model.

The second example is a boss part manufactured through the injection molding process and subjected to a rigid
body load through the middle in the subsequent structural analysis. First, the injection molding analysis is performed
with the plastic app in the3DEXPERIENCE Platform. Figure 7 shows the fiber orientation results at six different
gate locations. Next, a rigid body is driven through the middle of the boss in the structural analysis. MFH material
is used to model the chopped fiber reinforced composites. Fiber orientation is imported and used as part of the MFH
material specifications. Ductile damage is specified in the matrix material. Figure 8 shows the matrix damage clearly
influenced by the manufacturing process (gate locations). We will further discuss the mapping of the fiber orientation
in Section 3.4 and the end-to-end solution workflow in Section 7.

FIG. 5: Fiber orientation modeling with mean field homogenization
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FIG. 6: Comparison of damage results between MFH and Hashin model (left: fiber failure; right: reaction force)

FIG. 7: Fiber orientation computed with different gate locations

2.7 Homogenization Methods for Porous Flow

Porous media (PM) properties related to single-phase and multiphase fluid flow are critical to understanding many
macroscopic transport phenomena. Simulated fluid flow properties of interest are (1) permeability, the proportional-
ity constant between single-phase fluid flow rate and pressure gradient; (2) capillary pressure, the sequence of pair
values of pressure and saturation (fraction of wetting fluidin pore) obtained when nonwetting/wetting fluid displaces
wetting/nonwetting fluid, named drainage/imbibition, respectively; (3) relative permeability, the fraction of the per-
meability archived for each of the fluids (wetting/nonwetting) when both flow simultaneously at a given saturation.
See Fig. 9 for an illustration.

These properties represent effective macroscopic constitutive relationships for flow, which directly depend on
the internal pore structure, as illustrated in Fig. 10. No single property model is good for all PM types, thus the need
of laboratory measurements or simulation on the actual 3D image of the particular PM. Samples that belong to one
PM type will share similar constitutive relationships. This is the reasoning behind PM sampling per rock type in
subsurface rock studies.
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FIG. 8: Matrix damage results in the part manufactured with different gate locations

In some of the challenging applications of fluid flow simulation in natural and manufactured materials, the trade-
off between model resolution and representative elementalvolume is too extreme for a single-scale model to capture
the minimum requirements for both aspects. For instance, carbonate reservoir rocks fall into this category, where
large pores are connected by microporous structures that have an order of magnitude smaller pores, as illustrated in
Fig. 11 (left). In these cases a multiscale digital rock approach is needed. A recently developed lattice Boltzmann
method (LBM) extension introduces numerical models for flowin under-resolved PM regions (Otomo et al., 2021).
This approach allows for local variability of porosity and saturation in under-resolved PM regions, while fluid forces
are applied locally satisfying the constitutive relationships of the corresponding under-resolved PM rock type. Some
representative PM rock type samples can be imaged at high resolution, then simulated and constitutive relationships
collected systematically into an under-resolved PM library. A segmented image (pore/PM/solid) and a local porosity
image can be estimated from an X-ray microtomography 3D image. The standard LBM approach is used in the
pore regions, while the new extension is applied to the PM regions. These two images can be sufficient input for a
complete description of flow behavior of the PM pixels; assuming that a PM library of constitutive relationship curves
is accessible for the LBM solver to fetch the corresponding flow response of each PM pixel given its pair values of
PM rock type and subresolution porosity. This multiscale fluid flow workflow is illustrated in Fig. 11.

2.8 Homogenization Methods in Electromagnetic Applicatio ns

2.8.1 From Atomic Interaction to Macroscopic Model

Macroscopic volumetric material properties describe how the
−→
E and

−→
H fields (electromagnetic fields) interact with

the
−→
D and

−→
B fields (electromagnetic displacements). The functional relationship we support is quite general and can

be described as
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FIG. 9: 3D porous model flow simulations: single-phase velocity path (top left), multiphase wetting/nonwetting fluid saturation
(bottom left), and displacement of wetting fluid by nonwetting fluid (middle). Simulated properties: capillary pressure and relative
permeability (right).

FIG. 10: Example of different PM types (top) and corresponding constitutive relationships (bottom): permeability vs. porosity,
capillary pressure vs. saturation, relative permeabilityvs. saturation

−→
D = Fε

(

ω,
−→
k ,

−→
E ,−→r , t, T (−→r )

)

,
−→
B = Fµ

(

ω,
−→
k ,

−→
H,−→r , t, T (−→r )

)

, (4)

which encompasses a dependency on

• ω frequency, to describe the spectrum dispersion;

•
−→
k wave vector, dependency on the

−→
E propagation direction and other nonreciprocity effects;
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FIG. 11: Multiscale fluid flow workflow

•
−→
E (

−→
H , respectively) field, to account for anisotropy (i.e., polarization) and for nonlinearity (i.e., second and

third harmonics, Kerr and Raman effects) (Glahn et al., 2011);

• −→r point in space,t time andT (−→r ) temperature.

The functional relationship in Eq. (4) offers a macroscopicview of the material properties and ahomogenization
of the underlying stochastic interaction of the electromagnetic field with matter at the molecular or atomic level.

Under some ideal simplifying assumptions analytical solutions can be derived, for instance, for the dispersion
properties. This leads to a macroscopic description with a reduced set of parameters such as relaxation time (Debye
first and second order), resonance (Lorentz), and plasma/collision frequency (Drude). Further models we support
are the gyrotropic model and the Kerr and Raman nonlinear model. For magnetostatic and quasistatic calculations
we also provide nonlinear soft (e.g., electrical sheets) and hard (i.e., permanent magnets) temperature-dependent
magnetic materials.

An additional nonlinear and hysteresis based Drude material model is used in the simulation of plasma reactors
(Fig. 12).

However, for all the above described material models, only in rare cases is an analytical approach applicable, as
the material data stem from data sheets or, at best, from in-house measurements. For such cases, we provide signal
processing tools to perform data smoothing (to filter measurement noise) and vector fitting of the data,

FIG. 12: Geometry and electromagnetic field of plasma chamber
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ε(ω) = ε∞ +

N
∑

n= 1

β0,n

α0,n + jω
+

M
∑

n= 1

γ0,n + jωγ1,n

δ0,n + jωδ1,n −ω2
, (5)

leading to a robust reduced order model which enforces passivity, causality, and the Kramers–Kronig relationships.
The decomposition in Eq. (5) not only allows an efficient simulation (in the sense of computational memory

and time) but also an additional insight into the material properties which can be further utilized during the design
process. This is especially true for optical materials and the selection of their transparent/blocking region and their
resonance frequencies (Fig. 13).

Available (even if partly)a priori information can still be used for a better model calibrationand more accurate
results. To this category belong, for instance,

• The Djorjevic Sarkar model (Svensson and Dermer, 2001; Djordjevic et al., 2001) and an optimized logarith-
mic pole expansion for the constanttan δ = ε′′/ε′ of lossy dielectrics such as FR4.

• The graphene plasmonic models for optical resonators (Fig.14), lenses, and optical waveguides.

• Cole-Cole relaxation models and other human and biologicalmodels for magnetic resonance imaging simula-
tion and related specific absorption rate measurements.

A final mention is required for the metamaterial family, which finds application in the field of antenna radomes,
frequency selective surfaces, cloaking devices, and radarcross section reduction. Thesead hoc(random or peri-
odic) assemblies of 3D structures made, e.g., of microstrips, metal loops, and dipoles (Fig. 15) can be treated in our
simulations by an equivalent volumetric material.

(a) (b)

FIG. 13: (a) Silicon permittivity in optical range (300–1500 THz) and (b) identified resonance frequencies

FIG. 14: Graphene-plasmonic resonator at 7.8 THz (based on Yan et al., 2012)
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FIG. 15: Example of metamaterial layout and assembly—compact horn and cloaking device

We propose a three-step procedure (Fig. 16), whicha posteriori, due to its generality, is not limited to the
metamaterial class only.

Step 1. Perform a simulation of 3D metamaterial structure only—as either a whole or as a periodic unit cell
(Fig. 17) with the Floquet modes. This simulation provides the reflection/transmission property of the material, e.g.,
in the form of S-parameters.

Step 2. Apply via VBA macro reverse engineering and vector fitting of the S-parameters to extract the complex
permittivity εeff and permeabilityµeff to define the equivalent volumetric material (Fig. 18). Alternatively, the S-
parameters can be used to generate a compact model (see Section 2.8.2).

FIG. 16: Metamaterial modeling workflow

FIG. 17: Definition of resonator unit cell

FIG. 18: Modeling of double-negative metamaterial as 3D equivalentvolumetric material
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Step 3. Validate the obtained model with measurements, if available. Apply the material to the geometry and
perform the complete simulation (Fig. 19).

Most of the mentioned models can also be enriched, accordingto Eq. (4), with an additional temperature, space,
and time dependency by means of the following:

• an indirect mapping, i.e., describing the functionε(T ), µ(T ) and importing a temperature fieldT (−→r ) from
our thermal solver or from Abaqus;

• a direct mapping, i.e., importing the entireε(ω,−→r , t) andµ(ω,−→r , t) field. This field can be either generated
by other modules in our suite, e.g., by a low frequency/static solver or imported from external tools.

This allows multiphysics and coupled simulations in which thermal, mechanical, and electromagnetic solvers
jointly run iteratively up to a steady-state solution.

2.8.2 Transparencies and Multilayer Model

Nowadays, thanks to the massive increase in computational power, to evaluate the antenna field propagation inside a
car or the radar signature in the Ku–Ka band of an entire airplane (Fig. 20) is not exceptional anymore. Still, the huge
differences in scale between the entire model and some of itsdetails—e.g., layered composites, gaps between panels,
paint coating—represent a challenge to the simulation, especially for the CAD design and for the mesh generation.

The goal of an efficient and robust modeling is to replace suchcomplex multiscale-multilayer structures with
surface materials that are equivalent in terms of the exterior field behavior. To this purpose, we introduced the so-called
compact model material. This enforces an electromagnetic field discontinuity, even if attached to a zero-thickness
sheet geometry, and accounts for both reflection (e.g., for radar applications) and field transmission through the layers
(for electromagnetic compatibility applications).

• If each layer material is known by its electromagnetic properties, a stack-up definition is generated by assigning
a thickness to each layer and, in the case of anisotropy, a local coordinate rotation angle. Our material module
determines the scattering properties for electromagneticwaves impinging on the material by computing the
theoretical S-parameters and a reduced order model throughvector fitting.

• If the multilayer material is only available through data sheet or measurements, the S-parameters can then
be imported into our tool as a function of frequency, according to several different formats, e.g., CSV or

FIG. 19: Electric field in double-negative metamaterial slab in front of a horn antenna

FIG. 20: GPS far field from car at 1.5 GHz. Radiated field from antenna onship and on aircraft.
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Touchstone (Fig. 21). Isotropic and anisotropic materialsare both supported and additional unsymmetrical
setups can be further exploited. For ray tracing or very highfrequency (geometrical optics) applications a
dependency on the propagation angle or wave polarization can be specified.

The original data can be used as directly imported. However,in practice, we recommend a preprocessing step to
filter out measurement noise, to smoothen and fit the data (as for the volumetric materials, see Section 2.8.1) and to
ensure causality and passivity of the final model.

The generated material model can be then applied to the geometry to perform the complete simulation (Fig. 22).
The very same approach can be applied when the material inputdata are not measured but are given as the result

of a previous numerical simulation. This multiscale/multidomain approach enables a deeper insight into the building
blocks, first considered as independent and then as interconnected, and results in a more efficient design with faster
optimization cycles.

2.9 Numerical Approach—Representative Volume Element Mod eling and Simulation

Representative volume element (RVE) modeling with finite elements (FE-RVE) encompasses the use of specialized
constraints to subject a finite element model of a representative volume of material to an “average” field history to
determine the local fields that arise in the RVE.

2.9.1 RVE Definition and Modeling

The characteristic length scale of an RVE has a broad range, from submicron resolution of nanocomposite inclusions
to millimeter-scale structures such as additively manufactured lattices, honeycomb core panels, or textile tows, and
potentially even larger. The distinguishing characteristic is that there is generally an orders-of-magnitude difference
between the length scale of features in the RVE and the lengthscale of the larger-scale engineering structures for
which the “average” field in the RVE corresponds to a local field value.

FE-RVE modeling can be applied in a variety of ways to multiscale simulation. These are a few examples of
workflows in which FE-RVE simulation plays a part:

1. Predicting an RVE’s linear volume-average response under particular average deformations and thermal load-
ings to obtain its fully anisotropic elastic stiffness and thermal expansion behavior.

FIG. 21: Multilayer definition dialog—general import assembly

FIG. 22: Radiated field of phone device at 28 GHz with radome

Volume 19, Issue 3, 2021



20 Bi et al.

2. Subjecting an RVE to a particular volume-average deformation history and calculating its average nonlinear
stress response, including many kinds of complex nonlinearphenomena at the scale of the RVE (self-contact
of voids, microbuckling, fluid cavities, microscale plasticity, and damage, fracture, etc.) (McLendon et al.,
2019).

3. Predicting failure initiation in engineering-scale structures based on the relationship between the average field
in the RVE and the resulting local field solution (McLendon and Whitcomb, 2013).

4. Determiningin situ constituent material properties through a calibration exercise in which the properties of
an RVE’s constituents are optimized to cause the RVE to yielda response matching tests of a composite.
In this way, properties which may not be tractable to directly measure (e.g., transverse properties of carbon
fibers) can be inferred through simulation (Fish and Ghouli,2001; Oskay and Fish, 2008; Ballard et al., 2014;
McLendon and Whitcomb, 2016).

5. Determining relationships between designable materialparameters (e.g., volume fraction in a composite
or void fraction in an additively manufactured lattice) andthe effective response of the resulting materials
(McLendon et al., 2017).

6. Predicting effective section behavior of complex shell-type structures such as corrugated and honeycomb
panels.

7. Evaluating the accuracy of the assumptions in mean field homogenization for a given material system based
on the uniformity of the local fields in each constituent.

8. Calculating the mean strain concentration tensors for each constituent in a composite for use in linear mean
field homogenization material models.

9. Developing reduced order homogenization models (Oskay and Fish, 2007) or surrogate models to facilitate
nonlinear multiscale analyses.

The advanced design capabilities of CATIA (including Generative Shape Design, Part Design, xGenerative De-
sign, etc.) provide users the ability to model complex shaped microstructures, taking into account the variability
of the microstructure, which is a result of the manufacturing process variability. This need to accurately model the
microstructure is due to the level of detail expected to be considered. This complex modeling remains particularly
significant for composites application with a real fiber arrangement or the weaving of fiber tows. The minimum dis-
tance between fibers or the tow profile can massively change the stress concentration distribution. Porous materials
can be modeled also with a random distribution of pores over the RVE. One of the key challenges of RVE modeling
is the ability to generate periodic morphologies. To satisfy that requirement a combination of geometric constructs
and specialized periodic boundary conditions is employed.

2.9.2 RVE Boundaries and Loads for Multiscale Analysis

The SIMULIA Abaqus finite element solver has long included the technology required to perform FE-RVE anal-
ysis. However, the correct imposition of constraints and load histories, and performing homogenization and post-
processing is a tedious process. To aid in this, in 2016 the Micromechanics Plugin (Fig. 23) was created for Abaqus/
CAE to automate many of the more challenging aspects of FE-RVE modeling (McLendon, 2017).

The plugin allows the user to create their own FE-RVE model and begin in theLoadingscreen to impose con-
straints and loads. The plugin also offers functionality toparametrically create FE-RVE models of a number of
common geometries, including hexagonal arrays of unidirectional fibers, arrays of ellipsoids, and various lattice ge-
ometries (Fig. 24).

One of the key aspects the plugin handles is the definition of constraints on the RVE. A number of different
constraints are possible for FE-RVE modeling as shown in Fig. 25. Among the simplest is the so-called Taylor or
Voigt constraint (Taylor, 1938) in which the RVE is subjected to uniform deformation throughout its entire volume.

International Journal for Multiscale Computational Engineering



Multiscale Modeling for the Science and Engineering of Materials 21

FIG. 23: Steps for the RVE definition through the user interface of FE-RVE Abaqus plugin

FIG. 24: FE-RVE geometries

A somewhat less restrictive option is to constrain the displacements of only the FE-RVE boundary to conform to the
“average” deformation field. This is referred to as theUniform Surface Gradientconstraint in the plugin, although
various names are used in the literature such asLinear (Nguyen et al., 2011),Uniform Displacement(Geers et al.,
2017),Rigid (Mesarovic and Padbidri, 2005),Linear Displacement(Saeb et al., 2016), andEssential(Fish, 2014).
Both this and theTaylor/Voigt type constraint can be imposed using the plugin (theTaylor/Voigt type by manually
specifying that all the nodes in the model be constrained). An additional type of constraint that can be applied is the
Uniform Surface Flux(also commonly calledNeumannor Natural) type boundary condition in which the average
flux field (stress or heat) is uniformly applied to the RVE boundary as a traction or surface flux. The plugin sup-
ports this constraint only for certain types of geometries and with a number of limitations compared to constraints
based on displacement or temperature. One benefit of all the aforementioned constraints is that they are appropriate
for nonperiodic RVE models, such as those originating from 3D scans of actual material microstructures. All RVE
boundary conditions provided by the plugin assume that the solution gradient considered at larger scales (e.g., the
far-field solution gradient) is uniform, making this a first-order homogenization method.
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FIG. 25: Overview of RVE constraints available in plugin

For the case of RVEs exhibiting repeating patterns,periodicconstraints allow the recovery of the response of an
infinite array of repeating unit cells through the analysis of a single unit cell by assuming the solution field in the RVE
varies in a periodic manner according to the following equation:

ui(Xk + pk) = ui(Xk) +

〈

∂ui

∂Xk

〉

pk, (6)

whereui is the field assumed to vary in a periodic manner (in force-displacement simulations, this is displacement),
Xk is the reference coordinate in the RVE, andpk is a vector of periodicity that runs between equivalent points in
adjacent unit cells. The term in angle brackets〈∂ui/∂Xk〉 is the volume-average gradient of the solution field in the
unit cell corresponding to the uniform field gradient considered at larger scales. In the case of force-displacement
simulation, this is the volume-average displacement gradient. This constraint is imposed using linear equation con-
straints applied to the unit cell boundary and global degrees of freedom (DOFs) corresponding to the components
of the average solution field gradient for the RVE. Volume-average loading is applied to the FE-RVE through these
global DOFs. For periodic FE-RVEs with a hexahedral unit-cell shape and faces that are flat and aligned with the
global axes, the plugin automatically identifies the nodes to constrain and imposes the constraints. For models that
are not hexahedra (such as hexagonal prisms, truncated octahedra, or any other shape that translationally tessellates
in 3-space), the user can manually identify the pairs of faces that are related by a vector of periodicity for the unit cell.
For models that exhibit periodic geometry but not periodic node positions (perhaps due to the use of a free tetrahedral
mesher), the plugin uses a novel approach leveraging the tieconstraint functionality in the Abaqus solver to impose
the periodic constraints.

In addition to constraints for RVEs embedded in a theoretically infinite medium, the plugin provides so-called
solid-to-shellperiodic constraints that are applicable to structures with finite thickness and in-plane periodicity (such
as corrugated or honeycomb panels). Such constraints, described in detail in work by Karkkainen et al. (2007) subject
the RVE to an average shell-type deformation and permit the determination of shell section stiffness properties (i.e.,
the so-calledABDmatrix) relating shell resultant forces and moments with membrane strains and curvature based on
an assumption of in-plane periodicity rather than in-planeuniformity inherent in laminated plate theory, permitting
these complex structures to be accurately modeled using simple shell elements in engineering-scale analyses.

In addition to automation of constraint creation, the plugin also automates the creation of analysis steps and loads
required to impose the average field history and perform homogenization as requested by the user. Field histories can
be defined manually or can come from history data at some location of a prior analysis. Finally, the plugin provides
functionality to post-process RVE simulations. The plugincalculates homogenized material properties such as elastic
stiffness, shell section stiffness, thermal expansion, and thermal conductivity, and writes these to new material def-
initions or general shell section definitions in Abaqus/CAE. The plugin also calculates average field histories (e.g.,

International Journal for Multiscale Computational Engineering



Multiscale Modeling for the Science and Engineering of Materials 23

volume-average strain and stress) in each constituent and for the whole RVE, and calculates histograms of field quan-
tities within constituents and the whole RVE at particular times. Displacement, steady-state heat transfer, and coupled
temperature-displacement analyses are supported. An overview of the capabilities is shown in Fig. 26.

2.10 Material Multiscale at Larger Scales

To take full advantage of the micro- and mesoscale characterizations it is critical to have efficient and scalable macro-
modeling features that incorporate small-scale responsesand behaviors in component sized (macroscale) models.
SIMULIA offers a complete range of efficient and complementary macromodeling features.

2.10.1 Materials

SIMULIA offers a wide range of advanced material modeling options for applications across many industries. Most
SIMULIA constitutive models support a full range of elementtechnologies and dimensional domains including 1D,
2D (plane stress, plane strain), axisymmetric, 3D, and structural elements (trusses, beams, and shells). In addition,
many of the Abaqus material models are “micromechanics informed” which means they can capture some microscale
behaviors at the macroscale and have special output variables that can provide valuable insight into the microscale
responses. “Micromechanics informed” materials are discussed more in Section 2.11.

The SIMULIA concrete damage plasticity is an excellent example of an advanced “micromechanics informed”
material model. Designed for modeling concrete and other quasibrittle materials it supports separate damage mech-
anisms for both tensile cracking and compressive crushing,rate dependence, tension stiffening for modeling rebar
reinforcement, stiffness recovery under cyclic loading, and failure. It also supports a set of material-specific output
variables, that among other things, allows you to visualizecracking patterns in the concrete.

2.10.2 Element Technology

SIMULIA has an extensive element library (Fig. 27) to provide a powerful set of tools for solving many different
problems.

In addition to a full set of conventional continuum and structural elements, SIMULIA supports a wide range
of special elements and functionality specifically designed to support the modeling of small-scale phenomenon in
large-scale modeling features.

• Composite solids and shells. Composite elements allow for economical modeling of complex layered mate-
rials. They inherently support both bottom-up (upscaling)and bottom-down (downscaling) approaches (Fig.
28).

FIG. 26: Overview of micromechanics plugin capabilities
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FIG. 27: Basic Abaqus element families

FIG. 28: Upscaling and downscaling schematic for composite finite elements

SIMULIA composite elements include 3D continuum, shell, and beam elements. The SIMULIA shell elements
support two modeling options: pre-integrated material responses and material responses that are integrated dur-
ing the simulation. The pre-integrated shells offer a very economical approach for composite modeling when
linear elastic behavior is acceptable. For simulations that require nonlinear material response, including plas-
ticity and failure within the composite layers, integrating the shell material response during the simulation is
required.

• Meshed beams. The response of some structures is beamlike, yet the beam cross-section geometry or the mul-
timaterial makeup of the cross section does not permit the use of a predefined library beam cross section, e.g.,
Fig. 29. In these cases, a meshed cross section can be used to model the beam cross section and to generate
beam cross-section properties appropriate for subsequentuse in a 1D-beam analysis.
SIMULIA supports 3-DOF warping elements to model a meshed composite beam cross section. These ele-
ments capture the effect of in-plane warping on the stiffness properties of a composite beam element using
this cross section. The warping elements can be used with allof the existing three-dimensional linear elastic
material laws, for example, to generate realistic models for all kinds of laminates in a wind turbine rotor blade.
In addition, you can recover the full three-dimensional strain and stress in the cross-section planes given the
beam element deformations from subsequent analyses.
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FIG. 29: Sample composite beam cross section

Meshed beam cross sections can be used in both Abaqus finite element simulations or Simpack multibody
simulations (see Section 5.2).

• Rebar and embedded elements. Many important engineering structures are constructed using reinforced bulk
matrix materials. For example, in civil engineering structures, the high tensile strength of steel rebar comple-
ments the high compressive strength of concrete. In pneumatic tires, the good wear and handling characteristics
of the rubber are supported by radial plies and belts which supply tensile strength (see Section 5.1).
The rebar layer and embedded element technology in Abaqus provide an efficient means for including the
small-scale details of many types of reinforcement in large-scale simulations.
Rebar layers are used to define layers of uniaxial reinforcement in membrane, shell, and surface elements
(such layers are treated as a smeared layer with a constant thickness equal to the area of each reinforcing bar
divided by the reinforcing bar spacing). Solid elements arereinforced using embedded element constraints
in which either shell, membrane, or surface elements reinforced with rebar layers are embedded in the host
matrix comprised of solid elements.

• Fracture technology and interface behavior. Fracture is inherently a small-scale phenomenon. At the mi-
croscale forces are pulling or laterally moving two molecules apart; as soon as they reach a certain distance
the molecules are separated, and have consumed a certain energy resulting in a “micro” crack, or in metals,
a void. There are millions of molecules active in the formation of an observable crack; all of them have a
statistical variation in their bonding strength, and thus also in the energy needed to break them. Solving the
micromechanical problem directly, however, is very hard. Depending on this and other processes that happen
at the microscopic scale, and how they become observable on the macro scale, we “see” plasticity, cracking,
or possibly nothing directly at all and call the long term repetitive fracturing behavior, fatigue. The goal of
fracture mechanics is to relate observable macroscopic continuum quantities to when and how fracture occurs.
SIMULIA offers a wide selection of macromodeling fracture technologies for ductile, brittle, and fatigue frac-
ture. The features include continuum damage models, XFEM, VCCT (Fig. 30), cohesive elements, cohesive
contact (Fig. 31), and fatigue. Recent research also provides alternative technologies that do not require cohe-
sive technology to model intra- and interlayer damage (Yuanand Fish, 2016) and may be used with Abaqus
via the user element subroutine interface.
Fourteen research teams (from academia, labs, and industry) took part in a fracture challenge organized by
Sandia National Labs (Boyce et al., 2016). In a clear testament to the value of our failure and fracture capabil-
ities, nine out of the 14 participating teams used SIMULIA simulation technology—some of whom leveraged
the openness that our user subroutines offer to include their own material and element technologies.

2.11 Micromechanics Informed Material Models

The analysis of large-scale structures with FEA requires a fine balance between solution accuracy and performance.
At this level, it is usually impractical to perform a full monolithic multiscale analysis due to time and computational
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FIG. 30: Summary of SIMULIA VCCT technology and an example simulation

FIG. 31: Typical damage behavior for SIMULIA cohesive technology and an example simulation

constraints. Instead, it is common to use a mathematical model, orconstitutive law, to describe the macroscopic re-
sponse of the material in an efficient way. These material laws can be purely phenomenological (or data-driven), or
they can be microstructurally informed, meaning that the model formulation and parameters reflect on the microstruc-
tural characteristics of the material. This latter class ofmaterial models, usually calledstructural constitutive models,
is the focus of discussion in this section.

Many types of structural models have emerged during the lasttwo decades and have experienced a significant
level of adoption in commercial simulation packages. For example, many structural models have been proposed to
describe the strong anisotropy that composites materials and biological tissues exhibit when loaded along different
directions. Most of these models introduce in their formulation the concept of structure tensors to represent the
anisotropy of the material. (The structure tensor is usually defined asM = A0 ⊗ A0, whereA0 represents the
preferred direction of fibers in the material).
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The development of structural models has gained significanttraction in the field of biomedical applications. For
instance, the nonlinear anisotropic model of Holzapfel et al. (2000) and Gasser et al. (2006) is a structure-based
model suitable for computational simulation of arterial walls and other biological tissues. The model accounts for
collagen fiber orientations as well as dispersions. Similarly, the model of Holzapfel and Ogden (2009) has gained
wide adoption for the simulation of the passive response of cardiac tissue. Today this model is a key component of
SIMULIA’s Living Heart Project (Baillargeon et al., 2014).

More advanced tissue models include the Lanir and Sacks (Lanir, 1983; Sacks, 2003; see Section 4.5.1) mi-
crostructural model, which introduces fiber-recruitment and fiber-orientation distribution functions characterized from
statistical analysis of histological sections of the tissue.

All these models make computational analysis and simulation of biological systems a reality, and they are readily
available in Abaqus as part of SIMULIA’s portfolio of solutions for large-scale simulations.

In the field of composite damage modeling, many failure criteria have been proposed using invariant formulations
based on structural tensors. For instance, the ply-fabric model for woven composites in Abaqus (Johnson, 2001;
Sokolinsky et al., 2011) includes a set of structural failure criteria to differentiate between fiber tension/compression
failure, as well as matrix shear failure. Such models have proved to be very successful for the analysis of large-scale
aerospace structures, providing a high degree of predictability. An example of a simulation of a bird strike impact on
the leading edge of an airplane wing structure is shown in Figs. 32 and 33 (Al-Khalil et al., 2015). The J-Nose panel
is constructed from carbon-woven fabric with a honeycomb core. The ply fabric damage criterion in Abaqus is used
to model the woven fabric composite. The simulation accounts for nonlinear shear plasticity effects. As discussed in
the reference, the model captures the appropriate amount ofenergy absorption during the impact event. Figure 33 also
shows that the methodology is able to predict the onset of damage and penetration of the J-Nose structure. Overall, the
simulation results correlate well with the physical test results, demonstrating the predictive capabilities of the model.

FIG. 32: A composite sandwich wing structure with a fixed leading edge

FIG. 33: Damage to J-Nose with bird penetration (top: Abaqus results; bottom: test results)
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In addition to the applications for composite materials andbiological tissues discussed above, in recent years there
has also been a widespread development of advanced micromechanics informed constitutive models for the analysis
of cross-linked polymers. Cross-linked polymers are widely used across many industries (automotive, consumer
products, medical devices, etc.), and have gained a significant level of attention from a modeling perspective. These
materials consist of a three-dimensional network of randomly oriented molecular chains that can tangle and cross-
link (resulting in elastomeric or hyperelastic properties) and can exhibit a time-dependent nonlinear viscoelastic
response often associated with the relaxation of dangling chains in the network. The addition of fillers can lead to
stress softening (Mullins effect) as well as permanent set.A number of models have been proposed inspired by the
physical response of the polymer microstructure, usually introducing the concept of multiple networks connected in
parallel. Examples include the three-network model of Bergstrom and Bischoff (2010) and the parallel rheological
framework (PRF) model in Abaqus (Hurtado et al., 2013). These models provide more physically accurate predictions
than traditional phenomenological models. For instance, the PRF model has been used successfully for the analysis
of filled elastomeric materials that exhibit permanent set,Mullins effect, and nonlinear viscous behavior under large
deformation (Govindarajan et al., 2008). An example of the PRF model can also be found in Section 4.2.1.4 (Oancea
et al., 2017) in the context of multiscale modeling of a polyurea copolymer melt.

2.12 All: From Ab Initio to Continuum-Linked Scales

The vision of multiscale modeling is to use information generated at one scale to provide knowledge that improves a
simulation at a different scale. There are three main ways ofproviding this connection:

• Structure—at its simplest level, this means being able to use a structure generated at one scale directly in a dif-
ferent scale. For example, a polymer may consist of both softand hard blocks. This can be represented through
coarse-grained molecular dynamics or another mesoscale dynamics method. However, at the mesoscale, it is
not easy to calculate the overall mechanical properties of such a system. If the structure can be passed to an
RVE model, and the mechanical properties of the soft and hardblocks are known, then the overall mechanical
properties can be calculated. Materials Studio enables thecreation of an Abaqus input file containing structures
generated using coarse-grained simulations that can be modeled using the RVE method in Abaqus.

• Property—nanoscale models are used to estimate the properties of some materials. These are used to help
calibrate material models for larger scale simulations. Connecting by property has the advantage that multiple
scales can be bridged in a single connection (e.g., from nanoscale to FEA). However, challenges remain in the
overall accuracy of the nanoscale calculations as the time scales used in nanoscale simulations are orders of
magnitude faster compared with real experimental data. Researchers are using different approaches to work
around this time-temperature superposition limitation, such as elevated temperatures (Park et al., 2018) or
machine learning (Park et al., 2021).

• Cosimulation—execution of different simulations consecutively or simultaneously where information from
one directly links to another. This has most successfully been applied when coupling different domains at sim-
ilar size scale; for example, coupling structure-based finite element solvers with computational fluid dynamics
solvers.

Choosing the most appropriate methods for solving a multiscale problem will depend on the modeled material
and the property being predicted. There is no “silver bullet” solution to the general multiscale challenge and Dassault
Systèmes provides a tool box of solvers that are all becoming available on the3DEXPERIENCE Platform. For
specific problems, out of the box multiscale solutions are available and they will be discussed in further examples in
this paper.

2.13 Uncertainty Quantification in Multiscale Modeling

Computational developments that culminate in the ICME approach have multiple goals, two of which are discussed
here. On one hand, there is the traditional approach of improving qualitative understanding of material properties and
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processes, generating trends, and focusing on screening ofthe best candidates. On the other hand, ICME promises a
quantitative contribution as well, so that more decisions in development and optimization of materials can be informed
by computations in addition to experiments. This quantitative claim often requires a deeper understanding of the
uncertainty of calculated results than current methods canprovide; an additional problem in the multiscale picture is
that uncertainties propagate from one scale to another and ultimately generate distribution of answers rather than a
single result.

What are the main sources of errors? Atomistic simulations of materials that are based on quantum mechanics
usually employ DFT, and this generates an inherent uncertainty—exchange-correlation effects are described only
approximately, using one of the steps of Jacob’s ladder (Perdew and Schmidt, 2001). It is well known that the sim-
plest formulation, the local density approximation (LDA),overestimates the strength of interatomic bonds, while the
next level up in terms of accuracy, the generalized gradientapproximation (GGA), underestimates it. More accurate
schemes such as meta-GGA often get intermediate answers between these two extremes. The bottom line is that
LDA and GGA tend to, respectively, under- and overestimate material density by 3–5%, and over- and underestimate
compressibility by 10–2%. Those errors become even more pronounced for the individual components of the elas-
tic coefficients tensor for crystals. On top of this, DFT calculations typically describe the zero-temperature state of
the system, and hence are difficult to compare to experiment;calculations that include thermal effects can be orders
of magnitude more expensive. There are numerous other sources of errors that are related to DFT and can be par-
tially corrected by introducing additional approximations: for example, lack of description of dispersion interactions
between atoms and inaccurate representation of systems with localized electrons (compounds ofd- and especially
f -shell elements).

Molecular modeling with interatomic potentials, such as COMPASS III, relies on the transferability of potential
functions. When those potentials are fitted to DFT databases, the DFT errors mentioned above propagate to the
empirical functions. The finite size effect is present in both quantum and classical simulations—computational models
mostly use periodic boundary conditions to describe crystals and polymers, so they include unphysical interactions
between periodic images of atoms and defects. The time scaleof simulations is also limited, so that, for example,
the deformation rate or a cooling rate in either atomistic orphase-field simulation can be significantly higher than in
experiments.

Certain material properties are derived from atomistic simulations using empirical models, which introduces an
uncontrolled error. One example is the estimation of hardness and of fracture toughness based on elastic coefficients
and on information about ionicity and metallicity of interatomic bonds (see Mazhnik and Oganov, 2019). We show
our DFT results obtained with the Materials Studio CASTEP module, using the hardness model from Tian et al.
(2012) and the fracture toughness model from Mazhnik and Oganov (2019). These data for∼ 60 inorganic materials
illustrate typical scatter of calculated results relativeto the measured properties; see Fig. 34. Uncertainty introduced
by the use of empirical models does not show the same systematic trends as, for example, DFT uncertainty (LDA vs.
GGA), which reduces the predictive power of the calculations.

FIG. 34: Correlation between calculated (CASTEP, GGA exchange-correlation functional PBESOL) and experimental mechanical
properties of inorganic materials

Volume 19, Issue 3, 2021



30 Bi et al.

Uncertainty in macroscale simulations has both technical sources (approximations and assumption used by finite
elements or phase-field solvers) and physical origins. For example, porosity in solids or random distribution of phases
can be simulated by using random fields; the homogenization approach to simplify simulations of polycrystalline
assembly of grains is popular, but does represent a source ofuncertainty.

Propagation of uncertainty between length and time scales is an essential part of multiscale modeling and it is
its major challenge; an excellent review of the topic is provided in Wang and McDowell (2020). We currently do not
address uncertainty quantification in cross-scale computational studies. There is a clear need to improve this situation
by using probabilistic methods, sensitivity analysis, etc. Further progress requires a combination of experimental and
calculated data to build better models and to direct design of experiment using computations.

3. CRITICAL TECHNOLOGIES FOR THE PRACTITIONER

While material multiscale technologies as outlined in the previous section can be considered as critical building
blocks for ICME, in practice material scientists/engineers often rely on additional technologies to advance their
work. Microstructure parametric modeling, calibration, upscaling, and results mapping techniques are almost always
required techniques to accomplish a tool chain despite not being technologies associated exclusively with the ICME
practice. Microstructure parametric modeling allows parameterized modeling of microstructure characteristics such
as grain morphology, porosity and inclusion shape and distribution, and the study of their effects on the material
properties. Calibration often makes the connection between virtual methods and physical testing; aggregated materials
are no exception. Upscaling technologies, such as coarse graining, are sometime mandatory in order to assess RVEs
of meaningful size. Mapping techniques often make the connection with manufacturing process simulations. In this
section we review briefly a few of these techniques.

3.1 Microstructure Parametric Modeling

Exploration of various material microstructures (throughmicroscopic images) demonstrated the complexity of such
microstructures (Bargmann et al., 2018). Moreover, those are dependent on the manufacturing process. For example,
composites have an inhomogeneous distribution of the fibersin the resin, regarding the curing process. In the case of
metallic structure, the way the material is cooled down leads to significant change in the microstructure. It remains
massively complex to predict the shape of the microstructure according to the manufacturing process (due to the
material state change). Therefore, it is more relevant to trade off on a parametric modeling of the microstructure to
measure the effect of slight variations on the mechanical properties.

The challenge is to be able to model and parameterize a large range of microstructures for the various materials.
A few key microstructures can be highlighted (see Fig. 35):

• Grain structure, which is observed in metallic (steel, aluminum) or ceramic materials;

• Porous structure, which is relevant for resin with defect (void) or porous foam;

• Long fiber random microstructure with a variable amount of fibers into space.

All those microstructure are defined via a reduced number of parameters for efficient trade-off studies. More-
over, the chosen parameters should be defined with a range identified to ensure that the trade-off delivers realistic
microstructures. In the case of composite materials, the volume fraction of fibers in various applications varies from
50% to 60%. Such high volume fraction of fibers is challengingto ensure a sufficient compaction of fibers in the
RVE. On the3DEXPERIENCE Platform, microstructure parametric modelingenhances the realism of produced
microstructures including constraints for symmetry and periodicity.

3.2 Material Calibration

A key ingredient to an accurate finite element solution of structures is the mathematical model of the material. One of
the earliest, and simplest, successful material models in solid mechanics is linear elasticity. A linear elastic material
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(a) (b)

(c) (d)

FIG. 35: View of various microstructures and their main parameters for several types of structures. (a) Long fiber structure: number
of fibers, volume fraction of fibers, minimum distance between fibers; (b) porous structure: volume fraction of pores, shapes of
pores; (c) grain structure: number of grains, thickness of grain joint; (d) woven structure: two section shape, number of tows,
volume fraction of tows.

models the stress field as being linearly proportional to thestrain field. While very effective for small strain defor-
mations, it soon became clear to engineers that a linear elastic material model has a limited range of application, and
over the years, many advances have been made in the development of more sophisticated material models. Much of
this work is based on testing of material samples and the development of phenomenological material models. Some
of the earliest work on metals, investigating elasto-plasticity, behavior under cyclic loading, and behavior across tem-
peratures, strain rates, etc., showed the need for more complex material models as the metal was subjected to more
complex loadings. For a constitutive model to be useful in a numerical simulation it must be an appropriate material
model for the intended applications. In other words, there is not “one best” material model for any given material.

As more advanced material models, e.g., math models, were developed for FE simulations, the need arose to
have software to calibrate these material models. Most material models are a mathematical representation of how
the stress relates to the strain, strain rate, time, temperature, etc., in the material. In the material models, there are
typically several, or perhaps many, parameters that control these relationships. In this context, we are still thinking
of materials that, as engineers, we think of as homogeneous.There may be an underlying microstructure, such as
the grain structure in metals, but at the engineering lengthscale (millimeters and up) we can treat the material as
homogeneous. We can test specimens of the material to determine its properties. There is a material model calibration
app in the3DEXPERIENCE Platform that allows us to determine these material parameters. It does so by using an
optimization-based framework to compare the material model response to the underlying test data. Figure 36 shows
an example of the material calibration app, performing a calibration for Drucker–Prager plasticity. Once the material
model is calibrated, it can be promoted for use by any simulation carried out in the3DEXPERIENCE Platform.
Since this is occurring within a PLM environment, the underlying test data are stored and archived in a database; the
resulting material model is also stored and archived. Traceability and version control are natural parts of the PLM
system in which we work.

As we progress to materials that are heterogeneous, materials that are really made from different underlying
constituents, one approach might be to model each constituent discretely. Figure 36 shows a multiscale example
based around a pneumatic tire in an automobile. The rubber inmuch of the tire is a complex mixture of rubber and
polymeric or metallic reinforcing fibers (plies). As discussed in Section 2.10 you can model the plies in Abaqus
using rebar layers. A continual theme running through this is the question of “How much detail can I afford to
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FIG. 36: User interface of material calibration app, Drucker–Prager plasticity example

model?” With each successive generation of computing power, the advent of HPC resources, etc., the answer to this
question changes. And yet, today, we cannot afford to model most heterogeneous materials by discretizing their entire
subconstituency (in the macrostructural simulation).

We can take the FE-RVE approach, where the morphology of the heterogeneous material is discretely repre-
sented with finite elements and the constituent elements areassigned their respective known material properties. This
approach often leads to a macro material model that we say is “micromechanics informed.” The FE-RVE can be used
in the material calibration app to determine the material parameters of a macro phenomenological material model to
capture the overall behavior (if the required level of complexity exists in the macro model).

Or, one can take the mean field homogenization (MFH) approach, where a “material of materials” is defined and
the homogenization is performed in the Abaqus FEA solver. The material calibration app supports the calibration of
an MFH representation of an elastic fiber embedded in an elastic-plastic matrix. In these situations, one typically has
some information about the constituent properties, some information about the fiber morphology, as well as some
information from more macroscopic testing. The calibration app can take in all of this information and determine the
best constituent material parameters to provide the best match to the macroscopic testing.

3.3 Coarse Graining

A knowledge of underlying material microstructures, such as metal grains or phase separated polymers, can poten-
tially add extra fidelity to FE-RVE representations of the material. Use of simulation to predict microstructure implies
the use of course-grained methods, either field-based or bead-based. Where phase-field simulation is used to produce
microstructural textures of hard materials such as metal alloys, the allocation of components and phases to use for the
simulation input is straightforward. Although potentially complex phase landscapes need to be encoded (for exam-
ple, by use of CALPHAD databases), the coarse graining arises naturally from the different possible discrete crystal
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phases occurring in the material. In soft materials and liquids (polymers, solvents, emulsions), however, the alloca-
tion of chemical constituents of each coarse-grained bead is not unique. There are constraints through a convenient
choice of length scale, but even once this is fixed it is the choice of the practitioner as to how to represent the different
chemistries involved. Thereafter careful justification that the coarse-grained system is representative of the underlying
material is required. The success of the Martini force field approach is largely due to it providing a simplification to
this process—with the practitioner able to refer to a list ofchemical functional groups with known water/octanol and
water/alkane partitioning free energies that correspond to distinct Martini bead types. To a first approximation the
partitioning behavior can be relied upon to capture the necessary physics driving the development of microstructure.

A variety of coarse-graining strategies have been explored. These commonly start from an underlying atomistic
representation of the molecules, where conversion into bead allocation is the first task. In general the procedures to
assign the topology and parameters can be quite laborious. Materials Studio contains a range of coarse-grained builder
tools that streamline the activities associated with coarse graining (see Fig. 37). Bead strings can either be sketched
directly or documents containing molecular templates can be used to automatically identify and convert the atomistic
sequences into the equivalent bead representation. The second major step is to parameterize a Hamiltonian that can
reasonably represent the atomistic level geometry over theset of coarse-grained coordinates with a minimum loss of
information. One such route to the Hamiltonian is to sample from an ensemble of states in the atomistic molecular
trajectory and employ iterative Boltzmann inversion (IBI).

From a distribution of statesP (q) from a set of potentialsU(q) in the canonical ensemble,

P (q) = Z−1exp (−βU(q)), (7)

the potentialU(q) can be constructed by inverting the equation.

U(q) = −kBT lnP (q). (8)

To achieve this simultaneously across all degrees of freedom is the challenge and an iterative approach provides
a numerical method to move towards a solution.

Ui+1(x) = Ui(x) + αkBT ln

[

Pi(x)

Ptarget(x)

]

, i = 0, 1, 2, . . . . (9)

FIG. 37: Illustration of tools aiding coarse-grained model building in Materials Studio
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Scripts to convert atomistic trajectories, apply IBI, and output the coarse-grained force-field file are available to
run within the Materials Studio environment which significantly reduces this burden of coarse graining. Extensions
of these schemes, IBI, and generation of potentials using machine learning algorithms are a topic of ongoing research
(e.g., Joshi and Deshmukh, 2021).

With complex molecular geometries constructed and an appropriate Hamiltonian generated, a further task is
to create a starting condition for the condensed phase. For structures such as bilayers, micelles, and vesicles, self-
assembly during coarse-grained molecular dynamics or dissipative particle dynamics could be used. In practice this is
slow and leads to imperfectly ordered structures. Tools forconstructing arbitrarily complex mesostructures from tem-
plates are an efficient way to create starting configurations. Each former template can be filled with any combination
of coarse-grained particles using the graphical interfaceoptions or by automated procedures.

3.4 Results Mapper

Mapping is usually an essential step in the workflows, modeling composites with multiscale approaches. Character-
istics of the microstructure can be the result of the manufacturing process and need to be taken into account in the
subsequent analysis. For example, fiber orientations in thecomposite can be computed in a flow simulation that uses
boundary layers to capture the sharp gradient near the flow boundaries. The subsequent structural analysis usually
uses a more uniform mesh and the mesh resolution is determined based on the mechanical response of the part under
a particular service load. Due to the focus on different physics, dissimilar meshes are usually used in the two analyses.

Abaqus has a built-in mapper that automatically maps fields between dissimilar meshes. Both scalar and tensor
fields can be mapped and invariants of the tensor fields are preserved during mapping. Figure 38 shows the mapped
fiber orientation in an injection molded engine cover part. The injection molding simulation is performed with the
plastics app in the3DEXPERIENCE Platform and the subsequent analysis is performed with Abaqus.

4. MULTISCALE MATERIALS APPLICATIONS BY MATERIAL CLASSES

It is not the purpose of this section to perform a comprehensive review of the existing literature regarding the commer-
cial software packages leveraged in materials science/ICME endeavors. Quick Google Scholar searches show tens of
thousands of pieces of research work, some attached to patents filed based on them.

Instead, we review a few representative applications grouped (loosely) by the type of material. As usual with
software vendors we are most often not allowed to present industrial applications that we have worked and hence
the examples below, while representative, are a subset of the public domain literature that we were engaged in. We
start with a brief and nonexhaustive review of examples of researchers across the world utilizing some of our general
purpose software packages (e.g., Abaqus, Materials Studio) for ICME activities. Some examples in polymers, metals,
porous natural materials, and biological materials are briefly reviewed afterward.

FIG. 38: Fiber orientation mapping between subsequent analyses
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4.1 Comprehensive Research Activities (Using Dassault Sys tèmes Tools)

Abaqus and Materials Studio are important and heavily used simulation tools for multiscale material studies. A quick
search onAbaqus multiscalein Google Scholar yields almost 14,000 hits, while a search on Materials Studioyields
over 9000 hits.

Following are a few examples from the literature.
The use of Abaqus for nanotechnology applications was explored by Li et al. (2008). Atomistic RVEs were linked

to a continuum model via a generalized mathematical homogenization (GMH). GMH was extended to support many-
body potentials and was seamlessly integrated with Abaqus for coarse-scale computations with molecular dynamics
code.

Fish and Yuan (2005, 2007) used Abaqus for the development ofmultiscale enrichment based on partition of
unity (MEPU) with an objective to extend the range of applicability of mathematical homogenization theory to prob-
lems where scale separation may not be possible. MEPU enriches PDEs with fine-scale features and quasicontiuum
formulations with relevant atomistic data. Boundary layers, nonperiodic fields, and nonlinear systems were accounted
for, extending the range of applicability of MEPU to nonlinear nonperiodic systems with inseparable fine and coarse
scales.

Li et al. (2021) used Abaqus as part of a general computational framework, along with the generalized finite
element method (GFEM) and iterative global-local cosimulation (IGL), for multiscale analysis of localized defects in
large complex structures. The IGL component provides a two-way coupling between the macroscale Abaqus model
and the local GFEM models. They showed examples of localizedplasticity around the holes in plates, a hat-stiffened
panel, and a welded T-joint with a propagating crack.

In a study of parameter uncertainty for integrated computational materials engineering (ICME) workflows, Whe-
lan and McDowell (2019) established guidelines for using groups of statistical volume element (SVE) simulations to
cope with uncertainty in the calibration of material properties. In this workflow, a crystal plasticity model of Ti64 that
took into account small-scale 3D slip geometry, dislocation structure, and crystallographic texture was implemented
in an Abaqus UMAT. A careful calibration study, including a parameter sensitivity analysis was performed and the
simulation results were compared to a baseline from the literature.

Lu et al. (2021) studied the slurry flow of compressible biomass particles in Abaqus/Explicit. They implemented
an eight-parameter continuum material model to capture both the quasistatic shear and dynamic flow behavior of
the slurry. The material response was implemented in an Abaqus VUMAT. They chose a continuum approach over
a particle method, such as DEM, because of the computationalsavings the continuum approaches offered. They
validated their model against experimental results for a quasistatic shear flow and dynamic flow through a hopper.

Some researchers have combined the capabilities of Abaqus and Materials Studio for sophisticated multiscale
simulations.

Saavedra Flores et al. (2011) paired Abaqus and Materials Studio to study the tensile response of single-walled
carbon nanotubes (SWCNTs). Materials Studio was used to determine material constants for a hyperelastic strain-
energy density potential for a subsequent Abaqus simulation.

In Shi et al. (2009) the authors used Abaqus and Materials Studio in a vibration analysis of single-walled carbon
nanorings. For the simulation, the authors implemented an Abaqus user-defined element (UEL) based on the so-
called atomic-scale finite method (AFEM). The UEL took into account the microstructure of the carbon nanotube.
Abaqus was used to carry out the vibration analysis and the results compared to another set of results computed using
Materials Studio.

4.2 Polymers

4.2.1 Bridging the Scales: From Molecular Dynamics to Product

Most materials have some complexity of structure at the nano- or microscale that influences their behavior at the
continuum level. To enable continuum models to be built thatcapture this complexity it is necessary to bridge the gap
between molecular scale models and the continuum. The approach is likely to be particularly helpful for simulations of
composite materials and materials involved in additive manufacturing processes. Classical and mesoscale simulations
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based on molecular structure can be used to predict key properties, including cohesion and wetting, mechanical
behavior, diffusion, adhesion at surfaces, and phase separation. Such simulations can be leveraged in finite element
(FE) simulations through homogenization of the predicted material structure and through use of the simulated material
properties for FE input. In this section, we will work through and extend one particular multiscale workflow starting
with the construction and characterization of a thermoplastic copolymer at the atomistic level and ending with a
macroscopic part level simulation.

4.2.1.1 Background

There is a long history of trying to understand continuum level material behavior by looking more closely at the
material’s nanostructure. Molecular and mesoscale dynamics simulations based on classical equations of motion are
ideally suited for studying the structure and properties atthis scale, but it is not entirely straightforward to use the
results directly within finite element models. Our goal is todescribe a suitable workflow for bridging the gap be-
tween the very fine-grained work at the atomic/molecular level, working through a “meso” scale simulation level, and
finally obtaining continuum level material behavior for usein finite element (FE) simulations of real components.
Mesoscale, or coarse-grained, representations of the systems are required as part of the scheme to enable structural
information to be captured at the 10–100 nm level, since atomistic level simulations normally operate at smaller
scales. We will highlight the process of moving from molecular dynamics (MD) simulations to mesoscale, to FE
scale using a polyurea copolymer melt as a concrete example.In recent years, polyurea has been studied extensively,
at the molecular level (Grujicic et al., 2010, 2011; Fermemglia and Prici, 2009), as well as at the continuum level
through traditional testing of material specimens (Yi et al., 2006). Grujicic et al. (2010, 2011) outlined many of these
ideas and tied together the significant scales for the polyurea material. We follow the general methodology of Gruji-
cic et al., using some of the conclusions, but also extend thediscussion around finite element modeling through the
use of FE-RVEs, homogenization methods, and the derivationof a continuum-level material model. A key reason to
study polyurea, as observed by Grujicic et al. (2010, 2011),is that it possesses a complex nanometer-scale material
structure. This consists of hydrogen-bonded discrete harddomains, with high glass-transition temperature (Tg), and
domains of soft (lowTg) matrix. The mechanical properties of this and structurally related thermoplastic polyurethane
materials are determined by the details of the distributionof hard and soft segments. In the first instance we will fo-
cus on the individual mechanical behaviors of the hard and soft segments and on the prediction of phase separation
between hard and soft segments to form the combined microstructure, also called morphology, or texture. By study-
ing materials at all of these length scales a whole new field has emerged, termed ICME—integrated computational
materials engineering. The goal of ICME is to enable the development of new materials, with superior performance,
by tailoring the microstructure and processing with knowledge at each length scale.

4.2.1.2 Molecular Scale

The most accurate simulation of matter at the molecular level requires the determination of electronic structure using
quantum mechanical theory. However, for treatment of polymers this level of detail is not often required. This is the
case here, since the first objective is to predict elastic moduli and yield strain of the polymer constituents, which
depends more on the statistical sampling of the polymer configurations and the average forces experienced by each
atom, than the internal electronic configuration. The response of each atomic center is instead approximated by a
combination of classical potential energies which providethe averaged atomic forces. This simplification allows
tens or hundreds of thousands of atoms to be simulated withina 3D periodic simulation cell that represents the
polymer melt. To start with, hard and soft polymer segments for the polyurea structure were sketched within BIOVIA
Materials Studio (2021) modelling software, as outlined inFig. 39, and then amorphous cells of each component
were constructed by packing multiple chains into cells suchas shown in Fig. 40. These form the basis for prediction
of the elastic response of domains of hard segments and soft segments (treated separately). This is carried out with
the goal of furnishing the nodes within an RVE or continuum model with input based on this first principles property
prediction of the material present at each node.

To sample representative polymer configurations Newton’s equations of motion are used to evolve the system.
This method, termed molecular dynamics (MD), can be coupledto thermostats and barostats to sample configurations
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(a) (b)

FIG. 39: Molecular structure of (a) hard segment (b) soft segment material

(a) (b)

FIG. 40: Amorphous boxes (5 nm per side) of pure component (a) hard segment, (b) soft segment material

from a range of statistical thermodynamic ensembles, and toobtain a range of thermomechanical property predictions.
Here the cells were subjected to constantN (number of atoms), constantP (pressure), and constantT (temperature)
MD which equilibrates the system to a natural density based on, in this case, atmospheric pressure and room temper-
ature. The quality of the model depends critically on the classical potential energy describing interactions between
atoms. In this work we applied the COMPASS II force field (Sun et al., 2016) which is extensively validated for
prediction of a wide range of properties and materials, including polymers.

4.2.1.2.1. Mechanical Property Prediction

Once equilibrated amorphous cells were constructed, a procedure to extract the yield strain and Young’s modulus was
applied. The methodology chosen was to strain the simulation box and extract the resulting stress in order to construct
a stress-strain response curve. This was achieved through application of a scripted procedure to apply compression at a
strain rate of 2× 107 s–1. Engineering stress was computed using components of the stress parallel to the compression
direction and collected every picosecond in simulations running for 1 ns per strain. Stress/strain response curves for
each system were averaged over eight separate amorphous configurations in order to reduce the standard error in
stress at each strain. Figure 41 shows consolidated stress-strain curves for both segment types.

It is important to recognize that the equivalent strain ratefor this compression is significantly higher than an
experimental procedure. Consequently we do not expect a quantitative prediction of the Young’s modulus and yield
stress and strain until a strain rate dependence is explored. The values here were used to provide a first estimate in the
optimization procedures outlined in the following sections. They also provide an order of magnitude estimate for the
difference between hard and soft segment properties.
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FIG. 41: Average stress-strain response in compression for the hardand soft segments

An alternative to use of mechanical property averages to describe the properties of the RVE node is to generate
the average Cauchy stress at each node directly from the molecular simulation as described in more detail in Choi et
al. (2016). This will be explored in future work.

4.2.1.3 Mesoscale

The second objective of the molecular level simulation was to provide a first principles prediction of the underlying
morphology of the copolymer. The size of such textures is typically on the order of 10–100 nm, which precludes
the use of atomistic level simulations. The number of particles that would need to be incorporated and the relaxation
times required to reorient polymers into their thermodynamically preferred configuration is prohibitively large com-
pared to that accessible by atomistic level calculations. Consequently it is necessary to coarsen the representation
of the material. Several methods exist for achieving this, ranging from united atom treatment, where heavy atom
centers simply incorporate the effect of attached hydrogenatoms, to dynamical density functional methods, in which
the polymers are represented as density distributions generated by idealized Gaussian chains exposed to external po-
tentials. Coarse-grained molecular dynamics has recentlygrown in popularity, where typically four heavy atoms are
represented at each center. This allows time steps to be increased 10- or 20-fold from a typical 1 fs in atomistic cal-
culations. However, we have chosen a dissipative particle dynamics (DPD) methodology, which uses soft potentials
as opposed to those with highly repulsive hard-core potentials at close contact. This delivers time steps of several
picoseconds and morphology predictions that evolve in relatively few iterations.

In DPD calculations the key driving force for phase separation between polymer components is an interaction
parameterαij that according to Groot and Warren (1997) is closely relatedto the Flory–Hugginsχ parameter via Eq.
(10).

αAB(ρ = 3) = 25+ 3.50χ. (10)

In a Flory–Huggins treatment, larger values ofχ drive stronger phase separation. In this work Hildebrand solu-
bility parameters were used to provide an estimate ofχ as per Eq. (11).

χ =
ν

kBT
(δA − δB)

2, (11)

where Hildebrand solubility parameters are related to cohesive energy density byδ =
√

Ec/V . The cohesive energy
density of each of the hard segments (273 MPa) and soft segments (70 MPa) was measured from the atomistic
amorphous cells described in the last section and resulted in χ = 5.2 and consequentlyαij = 44.

The definition of a mesoscale bead followed Grujicic et al. (2010, 2011) in assigning the equivalent of three
C4H80 units (a mass of 73 amu). This results in a bead radius of1 nm, defining the length scale of a simulation cell.
The polyurea molecule is represented by the simplified representation of Fig. 42. The DPD morphology prediction is
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FIG. 42: Mesoscale bead representation of polyurea molecule. Hard segments in red (lighter) and soft segments in blue (darker).

shown in Fig. 43 and shows the minority hard segment phase separated into domains of several nanometers across.
Although difficult to see from the pictorial representation, the phases are elongated and somewhat interconnected.
This detail potentially introduces new information into FEcalculations described below which must otherwise assume
idealized hard segment inclusions.

4.2.1.4 Continuum, FE, or Macroscale

4.2.1.4.1. FE-RVE Macroscale

The idea of a representative volume of material has been around for decades and predates FE codes. There is a
Wikipedia entry on “Representative elementary volume” that gives a reference to a 1963 paper by Hill (1963). Work
in the 1920s on estimating the elastic modulus of an aggregate by averaging elastic stiffnesses (Voigt, 1928), or
by averaging elastic compliances (Reuss, 1929), is also related to the idea of a representative volume of material.
Researchers and engineers have been studying the microstructure of materials under a microscope (and X-ray, and
µCT scan, etc.) for decades (Boyce et al., 2001; Schrader, 2005), and using that insight to help determine material
properties based on constituent behaviors. With the adventof FE software, researchers have been studying the effect
of microstructure, or morphology, by using RVEs (sometimescalled the RUC representative unit cell) for the last
several decades.

Our work using MD tools has given us some insight into the mechanical behavior of the soft and hard segments,
and the morphology of the material. Figure 43 shows how we canconvert the morphology, as determined from DPD,
into an FE-RVE. With the RVE, and some appropriate periodic boundary conditions, we can subject the FE-RVE
model to one or more types of loading (uniaxial tension, simple compression, etc.) (Oancea et al., 2016). If we have
high confidence in the soft and hard segment material properties, the RVE macro response ought to match some
traditional macro test data. Following the lead of Grujicicet al. (2010, 2011) we will compare to the test data from
Yi et al. (2006). Alternatively, we might use the material properties determined from the MD simulation as an initial
guess and perform some parametric optimization to determine the final constituent material behaviors. Grujicic et al.
(2010, 2011) proposed that the soft segment material shouldbe nonlinearly elastic (hyperelastic), and that the hard
segment should be viewed as elasto-perfectly-plastic. They also gave specific material model parameters for the soft
and hard segments.

4.2.1.4.2. Parametric Optimization Using the FE-RVE

While the Grujicic paper concluded that the soft segment should be modeled as hyperelastic and the hard segment
as elasto-perfectly-plastic, there is plenty of room to argue the merits of that conclusion. For instance, polyurea has

FIG. 43: Conversion of mesoscale morphology into FE mesh
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been studied extensively because of its ability to attenuate shock waves from blasts (Grujicic et al., 2010, 2011), and
macro level testing has shown the material to be very rate sensitive (Yi et al., 2006). At this point in time, the MD
and mesoscale tools provide insight into the constituent behavior, though they are perhaps open to interpretation. We
still need to use all available information, including the test data from the macroscale, to guide us in developing the
best material representation. We also make use of an idea from the papers by Qi and Boyce (2004, 2005), “Based on
the concept of amplified strain, Mullins and Tobin (1957) suggested that the softening in rubber vulcanizates was due
to the decrease of volume fraction of the hard domains with strain, as a result of conversion of the hard domains to
the soft domains.” For the current work, we will follow the lead of Grujicic for the constituent behaviors, with the
small addition that we will allow the elastic-plastic behavior of the hard segment to exhibit strain softening. Within
this context, we then perform a parametric optimization using the general purpose Isight optimization tool to best
define the underlying constituent material models. The optimization tools drive many Abaqus runs of the RVE model,
with the material parameters of the soft and hard segments asour design variables. The RVE stress-strain result is
compared to the macrolevel test data, and the difference is used to construct our objective function for minimization.
The result of this optimization process is shown in Fig. 44. The RVE response matches the test data quite well. The
resulting material parameters for the soft and hard segments are also shown in Fig. 44.

The beauty of the FE-RVE is that it captures the morphology ofthe microstructure with good accuracy and allows
us to investigate “what-if” scenarios with the underlying constituent behaviors. The downside to the FE-RVE is that
it is still not useful for performing component FE analyses.

4.2.1.4.3. Homogenization to Macroscale

Using the RVE, with its accurate portrayal of the microstructure, we can study how the constituent behaviors influence
the macro response. But in order to perform FEA at the component level it would be difficult to use the RVE. We
can approximate the macro behavior by analytical mean field homogenization (MFH) methods. There has been over a
decade of work putting MFH methods into FE frameworks. Recently, the Abaqus software has been extended natively
to include a few types of mean field homogenization. A composite material can have one level of recursion, defining
itself through a hominization of other materials, with a keyword interface such as shown in Fig. 45.

The above example says that the material named polyurea is made up of two constituents; the homogenization
method is Mori–Tanaka, and the inclusion shape is prolate (ellipsoidal). Hopefully, one can see the similarity with the
earlier RVE approach. In each approach we define the constituent properties explicitly. In the RVE, the microstructure
is defined explicitly with individual elements. In the MFH approach, the microstructure is approximated by saying that
the hard segment inclusion is ellipsoidal in shape and makesup a certain volume fraction (in the case of our polyurea,
the volume fraction is 0.287). There are a number of studies in the literature that compare the RVE, with its exact
microstructure depiction, to various mean field homogenization techniques, for example, Klusemann and Svendsen
(2010). The mean field homogenization based material model can now be used in component level simulations. A
future activity is to study the relative performance of thisapproach.

4.2.1.4.4. Developing a Macroscale PRF Model

So far, we have gained insight into the macrolevel behavior of polyurea from testing and the microlevel from MD level
investigations. Following Grujicic, we have postulated that the soft segment and hard segment constituents might be

FIG. 44: Results of parametric optimization of the soft and hard segment FE-RVE model [experimental data: Yi et al. (2006)]
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FIG. 45: Definition of the polyurea material by mean field homogenization [experimental data: Yi et al. (2006)]

modeled as hyperelastic and elasto-plastic, respectively. Work with both an FE-RVE and mean field homogenization
have established some reasonable constituent material model parameters. For practical applications, we may want to
have a traditional continuum-level material model. Grujicic speaks to this, but says “Derivation of such a homogenized
material constitutive model is beyond the scope of the present work” (Grujicic et al., 2011).

As we look at possible native continuum-level material models in Abaqus, a likely candidate for modeling the
combination of behaviors we see in polyurea is the parallel rheological framework (PRF) model. This material model
is intended for polymers and is a two- or more network model that may include nonlinear elasticity, plasticity, and
viscoelasticity in the various networks (Fig. 46).

The depiction shown here of the PRF model shows two networks—the zeroth network is elastic-plastic and the
first network is elastic (in general the additional networksmay also be viscoelastic, but in this case we will set the
viscous parameters to near zero. Our target material model is a combination of an elasto-plastic network, and an
elastic network. We do some basic math on the initial slope ofthe stress-strain curve to determine the total elasticity
(input as *Hyperelastic), and the network 0 and network 1 contributions to that total. In the Abaqus key word line we
have

*VISCOELASTIC , NONLINEAR , NETWORKID = 1, SRATIO = s1,LAW = strain

The SRATIO value of s1 gives that fraction of the total elasticity in network 1. Using the incompressible relation,
E = 6*C10, the network 1 contribution to the initial stiffness is 9 MPa. Since the total stiffness is∼ 65 MPa, then the
network 0 contribution must be about 56 MPa. SRATIO is then∼ 9/65 = ∼ 0.14. Our first guess at the plasticity
yield stress is 5 MPa. After a bit of fine-tuning of the parameters, we can achieve a PRF macromodel that matches
the polyurea test data quite well; see Fig. 47.

4.2.1.5 Summary and Next Steps

Researchers have studied the microstructure of materials for decades to get a better understanding of the macrolevel
mechanical properties. There is a growing capability usingatomistic modeling of materials to study both the mi-
crostructure and constituent behaviors from first principles. This paper has taken an earlier work on polyurea, repeated

FIG. 46: Target PRF material model, two networks
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FIG. 47: Comparison of the RVE, MFH, and PRF material models [experimental data: Yi et al. (2006)]

some aspects of that work, and extended the story. We have shown how to use MD simulations to investigate the mi-
crostructure and the constituent behavior. Then we have shown how one can bridge the gap between the microlevel
and macrolevel. Using an FE-RVE, we can bridge the gap and useFE tools to further investigate and optimize the
constituent behavior. The FE-RVE captures the morphology of the microstructure with good accuracy and allows us
to investigate “what-if” scenarios with the underlying constituent behaviors. The downside to the FE-RVE is that
it is still not useful for performing component FE analyses.One can also use FE-based mean field homogenization
methods to bridge the gap between micro to macro levels. The typical MFH methods idealize the inclusions as simple
geometries such as spheres, ellipsoids, etc., so detailed information about microstructure may be lost. We imagine that
if the actual microstructure is relatively simple, then perhaps the MFH technique can render reasonable accuracy and
reasonable computational performance for component levelanalyses. For the polyurea, the hard segment inclusion
was of a relatively simple geometry, so the MFH has been successful.

Future work will include studying the performance of the MFHtechnique for component FE simulations, and
may include revisiting the original assumption about the constituent behavior. Since we know that polyurea is a
highly rate-sensitive material, it would seem natural to suppose that one or both of the constituents contribute a
viscous behavior. It would be quite interesting to see if we can postulate some viscous contribution at the constituent
level and repeat the process outlined in this paper, thus attempting to match the macrolevel testing that shows the
rate-sensitive behavior.

4.2.2 Polymer-Based Laminate Composites

Composite materials are widely used in a various range of industries for their relevant stiffness and strength perfor-
mances. Polymer-based composites typically include glassfibers (glass fiber reinforced polymers—GFRPs) or carbon
fibers (carbon fiber reinforced polymers—CFRPs). Recent applications in the aerospace industry make heavy use of
CFRPs for structural components. A variety of manufacturing techniques are used, including hand-layup processes
for prototypes and automatic process such as AFP, ATL, and ADM for production. The different processes can lead
to significant differences in the performances due to the quality and homogeneity of the microstructure created for
each layer. Numerous studies have been conducted on composite multiscale modeling and simulation. In fact, mi-
crostructure of composites can be easily modeled and idealized at first sight. Throughout the 1970s, the emergence
of composites led to various studies to propose homogenization methods using the Eshelby inclusion solution. The
Mori–Tanaka model or composites cylindrical assembly (CCA) (Hashin, 1983) have been suggested and considers
the microstructure as a resin material containing an inclusion (spherical or cylindrical). Those analytical models offer
the ability to be immediate with no simulation delay (FEM generation/solver computation).

However, such analytical model does not provide stress distribution between resin and inclusion, which makes it
difficult to identify the strength properties of the microstructure. FE-based RVEs are then suggested with representa-
tion based on the real microstructure.

The idealization can be then used in a finite element study (Fig. 48). The hexagonal packing model is the most
used for the orthotropic transverse behavior (E2 = E3). SuchFE-RVE provides results in agreement with the Eshelby
inclusion analytical approach for homogenized propertiesand the stress distribution between fiber and resin and the
interface between fiber and resin. For strength properties,stress distribution between fiber and resin is highly sensitive
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FIG. 48: View of idealization of microstructure for hexagonal, square and diamond microstructures

to the distance between fibers. Therefore, advanced modeling is required to take into account the variability of the
distance between fibers due to real arrangement. Various studies exist to model the microstructure using random
algorithms to distribute the fibers into the space. One of thekey challenges is the ability to randomly distribute the
fibers with a high volume fraction of fibers (usually varying from 50% to 65%). This type of modeling challenge
has been partially responded to by several studies (Ballardet al., 2014; Omairey et al., 2019). Using the advanced
modeling capabilities of the3DEXPERIENCE Platform, the random distribution of fibers overthe microstructure is
carefully considered. The fiber diameter for carbon fibers isabout 5 µm. A baseline RVE model distributes the fibers
in the volume randomly. This baseline defines a reference stress distribution between fibers and resin. According to
the literature, it has been observed that the fiber diameter varies slightly. The diameter variation is used to update
the random RVE. Stress concentration changes accordingly.Moreover, regarding the supplier, the shape of the fibers
can be different with an elliptic section. This leads to a significant variation of the stress concentration and failure
propagation. All three types of structures are shown in Fig.49.

Both the analytical model and the FE-RVE models use materialproperties which are defined from lower-scale
studies (for example, for the resin at nanoscale using Materials Studio) or from physical tests. On the other hand, for
the fiber, physical tests are mostly impossible for a certainamount of properties (transverse stiffness and strength,

(a) (b) (c)

FIG. 49: Automatically generated fiber arrangements—diameter and shape/orientations. (a) Baseline with single fiber diameter;
(b) variation with variable fiber diameter; (c) variation with elliptic shape orientation.
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in-plane shear stiffness,strength, etc.). For advanced predictions of the behavior of composite structure, multiscale
must be considered for analysis. This is the case for compressive strength which is due to the buckling of fibers due to
the initial misalignment (Mechin et al., 2019, 2020). The initial misalignment is due to the curing process leading to
different thermal expansion of material (fiber and resin) atthe cooling step. The initial misalignment accelerates the
buckling of fibers, but the buckling is contained by the resin. The stiffer the resin, the later the buckling occurs. Such
real defect can be modeled in RVE microstructure. The use of RVE complex modeling helps to accurately identify
the effect of the curing process and the residual properties(Sun et al., 2017).

4.2.3 Defects and Damage in Composite Laminates

Composite materials exhibit a significantly higher energy absorption capacity per unit weight than metallic struc-
tures. This has contributed to the increased adoption of composite materials as energy absorbers in the aerospace,
automotive, and railway industries. The ability to simulate accurately the crushing response of composites (and their
energy absorption mechanisms) can reduce significantly theproduct development cycle and cost, avoiding laborious
and costly experimental testing. The work in Sokolinsky et al. (2011) describes a physics-based Abaqus/Explicit
simulation of a corrugated carbon–epoxy fabric composite plate subject to quasistatic crushing. The corrugated plate
was developed and tested by the CMH-17 Crashworthiness Working Group (CMH-17, 2008). The objective of the
simulation was to predict the specific energy absorption (SEA) of the material using a microstructure informed finite
element model that accounts for both delamination and in-plane failure of fabric-reinforced composite plies. The Ply-
Fabric model in Abaqus (a structured-based constitutive model for woven reinforced composites) was used to model
the in-plane response of the fabric-reinforced plies, and the surfaced-based cohesive contact capability in Abaqus was
used to describe the delamination response of the compositeplate.

Sokolinsky et al. (2011) shows different views of the deformed shape of the corrugated plate at the end of the
simulation. The simulation reproduced important characteristic features of the crushing response of woven compos-
ites, such as the frond formation in the composite plate, thepropagation of the main delamination through the plate,
and the accumulation of debris between the loading rig and the composite plate. The images in Fig. 50 show very
good qualitative correlation between the experimental andnumerical results.

(a) (b)

FIG. 50: Different views of the deformed shapes of the corrugated composite plate. (a) Experimental result; (b) numerical result.
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Figure 51 shows a comparison of the load-displacement curves. Both the peak and average crush forces were
predicted accurately. A comparison between the experimental and numerically predicted specific energy absorption
(SEA) of the corrugated plate is also shown in Fig. 51, and show good agreement, especially in the second half of the
crushing process. The largest discrepancy between the results is observed at the early loading stages when the chamfer
part of the plate is crushed. Taking into consideration the extremely complicated nature of the crushing process, the
overall correspondence between the measured and simulatedSEA curves is judged to be acceptable.

The results of the Abaqus/Explicit simulations show very good quantitative and qualitative agreement with the
experimental data, thus demonstrating that the methodology and tools are applicable for realistic crush simulations
of composite structures. This enables substitution of costly experimental testing with numerical simulation for the
crashworthiness design of composites.

The LaRC05 criterion is one of the overall top rated damage criteria by the World Wide Failure Exercise via
blind prediction benchmarks for unidirectional fiber-reinforced composites (Kaddour and Hinton, 2013). LaRC05 is
a micromechanics-based damage initiation criterion developed by Pinho et al. (2012) which distinguishes between
many crucial damage mechanisms, including matrix cracking, fiber kinking, fiber splitting, and fiber tension. The
matrix cracking happens during matrix compression and tension. The criterion includes a built-in search for the critical
fracture plane. The fiber compression mode includes stress rotations to the fiber kinking plane and misalignment
frame. Failure evaluation is then based on the kink-band formation, traction computations, and fracture plane search
(Fig. 52).

The LaRC05 damage criterion was implemented in Abaqus/Standard and can be applied generally to polymer-
matrix fiber-reinforced composites for damage evaluation,used for fiber-reinforced composite lamina similar to the
Hashin criterion, or combined with crack propagation technologies such as XFEM. Gouskos and Iannucci (2018)

FIG. 51: Comparison between experimental and numerically predicted load-displacement curves (left), and specific energy ab-
sorption (right)

FIG. 52: Mircomechanics damage model for kink-band formation
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used the LaRC05 damage criteria in Abaqus with XFEM for crackpropagation for a compact tension test of noncrimp
fabric laminates. A promising agreement was found in the load-displacement curve and initiation toughness between
the experimental results and simulation using Abaqus LaRC05 failure criteria.

4.3 Metals

4.3.1 Lattice Design

New manufacturing techniques such as additive manufacturing allow the creation of new sorts of structures using
metamaterials such as lattices. These lattices can be tailored both in terms of their topology and their infill fraction
to yield structures with more optimal combinations of weight and mechanical response than could be realized using
traditional manufacturing methods. Not only can lattices be used to reduce structural weight, but they can be used in
applications such as shock absorption and energy dissipation, vibration damping, and heat exchange due to their large
surface area.

Due to their complex structure, in many cases it is not tractable to discretely model the detailed geometry of
lattice infill in an engineering structure. In such cases, FE-RVE provides a means to predict an effective response for
the lattice, both in terms of linear stiffness and potentially in terms of nonlinear behavior.

The plugin provides a variety of methods to generate certainlattice meshes parametrically, including body-
centered lattices, as well as functionality for defining lattice connectivity to create a beam-type lattice model. Through
the use of these sorts of tools and the homogenization capabilities of the plugin, one can perform homogenization
calculations with lattices of varying infill fractions to determine a polynomial fit of the relationship between infill
fraction and effective elastic properties of the lattice. This relationship can then be utilized in topological optimization
workflows to design structures with optimal spatially-varying lattice infill fraction (Fig. 53).

Lattice FE-RVE models are able to leverage a broad array of nonlinear physics modeling capabilities in the
Abaqus finite element solver. One notable example is using the contact modeling capabilities of Abaqus to predict the
crush behavior of lattices. In periodic lattice models, onemust account for both self-contact within a single unit cell
as well as periodic contact between adjacent unit cells. By copying surface facets from a unit cell to adjacent unit cell
locations and using the FE-RVE plugin to periodically constrain the motion of the surface elements to the original
unit cell, it is possible to account for this periodic contact while only actually modeling a single unit cell of the lattice
(Fig. 54). Such models are capable of accounting for the stiffening effect that self-contact has on lattice response as a
lattice is crushed.

In addition to lattices filling space in three dimensions, itis also possible to use FE-RVE simulation to pre-
dict the section stiffness properties of shell-type structures with lattice-type geometries (Fig. 55). Structures such as
lattice-core panels, corrugated panels, or even structures such as textile composites exhibit in-plane periodicity but
lack the in-plane uniformity assumed by laminated plate theory. Through the use of appropriate solid-to-shell type
periodic boundary conditions, these structures can be periodically subjected to shell-type deformations which will

FIG. 53: Relationship between infill fraction and homogenized lattice response from FE-RVE

International Journal for Multiscale Computational Engineering



Multiscale Modeling for the Science and Engineering of Materials 47

FIG. 54: Periodic contact of lattices using surface elements

FIG. 55: Homogenizing shell-section stiffness properties using FE-RVE with solid-to-shell periodic boundary conditions

yield the so-called “ABD” matrix relating shell section forces and moments to the effective membrane strains and
shell curvatures so that these structures can be modeled using simple shell elements at larger scales.

4.3.2 Polycrystalline Metals

Advanced high strength steel (AHSS) is widely used in the automotive industry for vehicle lightweighting for their
high strength and ductility due to their multiphase microstructures. As a common class of AHSS, dual phase (DP)
steels are composed of relatively soft ferrite and relatively hard martensite: the martensite enhances the strength ofthe
material but unfortunately also makes the microstructure inhomogeneous, with a resulting strain partitioning between
the two phases (Qin et al., 2018). It is widely agreed that themechanical properties depend on the stress state, the
volume fraction, distribution, morphology, and the strainhardening behaviors of the phases, but research continues to
identify which mechanisms dominate as a function of stress state.

FE-RVE modeling provides micromechanics insight as it enables the inspection of local stresses, strains, and po-
tentially damage mechanisms in the material during deformation. Two-dimensional microscopic images (Fig. 56) can
be used to reconstruct the microstructure directly in Abaqus using spline curves to ensure smooth phase boundaries
(Fig. 57).

Generalized plane strain elements in Abaqus which use reference point/points to control the out-of-plane behavior
can be used to model plane stress on average, but allows nonzero out-of-plane stress at each individual node. A
calibration exercise is conducted using only single uniaxial tension experimental data to calibrate ferrite properties
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FIG. 56: Left: Optical micrograph in the rolling plane (DP600 – ferrite bright regions martensite dark regions). Right: EBSD map
of the rolling plane (no preferred orientation) (reprintedfrom Qin et al., 2018, with permission from Elsevier, Copyright 2018).

FIG. 57: RVE models with different approximate mesh sizes as noted inthe upper corners (reprinted from Qin et al., 2018, with
permission from Elsevier, Copyright 2018)

within experimental uncertainty. The RVE is then able to predict multiaxial macroscopic behavior of the multiphase
material with reasonable accuracy (Fig. 58).

Use of RVE technology provides additional insights in the overall deformation mechanisms. For example, the
highest local strains are developed at closely situated martensite particles; shear bands become clearer with increasing
shear loading connecting highly localized deformation in ferrite between closely packed martensite particles, indi-
cating the arrangement of the martensite particles impactssignificantly the overall localization behavior (Fig. 59).

Nevertheless, quantitative predictions of evolving microdamage and impact on macroscale behavior remain an
art with plenty of research going on. Prediction of ultimatestrength and strain remains largely out of scope of RVE
technology as typically necking behavior is involved at testing specimen scales. A calibration exercise at macroscale
of a Swift (power) law accomplishes the mission (Qin et al., 2018) as shown in Fig. 60.

4.3.3 Grain Microstructure from Phase Field

The Materials Studio Collection (MSC) in Pipeline Pilot hasa set of protocols that support modeling of metal alloys.
These protocols target prediction of stable phases, properties of random alloys, creation of CALPHAD databases, and
phase-field modeling.

International Journal for Multiscale Computational Engineering



Multiscale Modeling for the Science and Engineering of Materials 49

FIG. 58: Mises stress vs. equivalent plastic strain curves—experimental vs. RVE simulations (reprinted from Qin et al., 2018, with
permission from Elsevier, Copyright 2018)

FIG. 59: Equivalent plastic strain fields in the RVE under different loading conditions but the same applied equivalent plastic
strain (reprinted from Qin et al., 2018, with permission from Elsevier, Copyright 2018)

Prediction of stable low temperature phases is done by fitting the formation energy to a cluster expansion (CE)
using the ATAT toolset (van de Walle et al., 2002a,b). The formation energies for the fitted structures are calculated
using the MS CASTEP DFT tool. The cluster expansion is extended until the energy convergence criteria are met and
the convex hull predicted by the CE agrees with the one predicted using DFT data. Multiple CEs that use different
base lattices can be combined into a single convex hull. In the Al–Ni example in Fig. 61(a), because of their larger
size, the known Al3Ni2 and Al3Ni structures are not in the predicted convex hull. Since thenumber of structures
rapidly increases with the number of atoms, it is not possible to include phases with large unit cells. Phases with
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FIG. 60: DP600 strain hardening curves and fitted Swift law hardeningextrapolated after necking (left). Force vs. displacement
uniaxial tension using a representative macroscale uniaxial tension specimen demonstrating necking behavior (right) (reprinted
from Qin et al., 2018, with permission from Elsevier, Copyright 2018).

(a) (b)

FIG. 61: Predicted Ni–Al convex hull (left). Phase diagram (right) predicted from a CALPHAD database created using the CE
energies.

special lattice structures are also unlikely to show up in the convex hull; only special structures that can be accessed
by relaxing a regular lattice structure can be found.

A set of stable structures can be used to create a thermodynamic model in the form of a CALPHAD database.
The protocol is built around the ATAT toolset, and in particular the sqs2tdb CALPHAD database fitting tool (van
de Walle et al., 2017). A set of special quasirandom structures (SQSs) is created and used as a composition grid
for each phase. Formation energy and optionally vibrational free energy for each structure is then evaluated and
fitted to a CALPHAD model. There are two options when evaluating the energies: either use the cluster expansions
created during the convex hull prediction, or carry out geometry optimization using the CASTEP DFT tool. The use
of the cluster expansions as a source of energies supplies almost instant energies but with a lower accuracy compared
to the more expensive DFT optimized energies. Figure 61(b) shows the phase diagram generated from the Al–Ni
CALPHAD database produced by the protocol. The Ni-rich sideof the phase diagram agrees well with existing phase
diagrams, while the description of the Al-rich side suffersfrom the missing Al3Ni2 and Al3Ni phases.

Microstructure prediction for metal alloys can be investigated using a phase-field method. The MSC collection
currently supplies two phase-field protocols: one for solidification, and one for grain growth. General parameters such
as grid size and temperature are defined through the protocolinput parameters. Component- and phase-dependent
properties such as interface mobility and composition are specified in a study table. The thermodynamic input for
the alloy can be supplied either as a linearized phase diagram or through a CALPHAD database. The protocol can
use either ThermoCalc or OpenCALPHAD as a thermodynamic interface to a CALPHAD database. The database
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can come either from external sources or from a prior calculation with the Materials Studio Collection protocol.
The ThermoCalc interface also offers an option of using a mobility database, which supplies diffusion parameters.
The simulated microstructure is returned as a trajectory document with field data, while the numerical properties are
returned in a study table. The final microstructure can also be returned in Abaqus format for further analysis using
SIMULIA tools; see Fig. 62(c).

Figure 62 shows a phase-field modeling example of peritecticsolidification of Fe–C. In this example liquid Fe–C
with a 0.012 mole fraction of carbon is cooled down, first solidifying into δ-ferrite. As it passes into the peritectic
regime,γ-austenite nucleation sites start to nucleate and grow along the liquid-ferrite interface. In Fig. 62 a directional
dendrite growth is modeled with an imposed temperature gradient along the growth direction. Initially onlyδ-ferrite
is growing, enriching the melt with carbon. As the temperature at the base of the dendrite drops below the peritectic
temperature,γ-austenite begins to nucleate and grow up along the surface of the liquid-ferrite interface consuming
both the ferrite and liquid phase. Once the ferrite surface has been covered by austenite, the liquid-ferrite interfaceis
no longer available and the austenite growth in this area becomes diffusion limited. The results from the calculations
agree well with both experimental findings (Phelan, 2008) and other simulations (Tiaden, 1999).

4.3.4 Metallurgical Solid Phase Transformation

The input needed for such a sophisticated model is proportionally complex. The user systematically defines all possi-
ble transformations that can take place via a parent-children paradigm (e.g., austenite to martensite); the temperature
conditions when transformations can occur with associatedtime-temperature-transformation (TTT) diagrams, Fig.
63(a); and whether the transformations are reversible, diffusional, or nondiffusional. An example of the algorithm
leveraged to predict martensitic transformations is shownin Fig. 63(b).

The reliability of additively manufactured (AM) parts is often less than desirable as they suffer from manufac-
turing defects. Material multiscale techniques as implemented in Abaqus in a generic metallurgical phase transfor-
mation framework for metal alloys provide valuable insights and can help the practitioner with assessing the success
of a quality print. The multiscale process includes evaluations of phase transformations from raw materials (e.g.,
powders) via melting/solidification followed by metallurgical solid-state phase transformations associated with either

(a)

(b)

(c)

FIG. 62: (a) Ferrite dentrite growing in a thermal gradient, followed by peritectic austenite growth along the liquid-solid interface.
The red sections are carbon rich. (b) Peritectic austenite growth along the surface of ferrite grains. (c) 3D micro structure in Abaqus
format.
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(a) (b)

FIG. 63: (a) TTT diagram input into the metallurgical phase transformation framework (Abaqus, 2021); (b) algorithm to model
martensitic transformations (reprinted from Zhang et al.,2019a, with permission from Elsevier, Copyright 2019)

rapid heating or cooling events in typical 3D printing sequences or slower-rate temperature evolutions associated with
heat treatment applications (Zhang et al., 2019a).

Figure 64 provides a quick overview of the multiscale numerical predictions against experimental data starting
from melt pool size/shape predictions, unfused powders/pores, volume fractions of solid phases resulting from the
highly complex thermal histories, and grain thickness evolution after heat treatment.

Grain morphology is critical to overall prediction of material properties of additively manufactured parts. While
Cellular Automata methods have been explored successfullyin predicting grain aspect ratios and lamellar thicknesses,

FIG. 64: Overview of numerical predictions across multiple scales:from melt pool sizes to volume fraction of the various solidified
phases to metal grain sizes for a Ti-6Al-4V alloy (reprintedfrom Zhang et al., 2019a, with permission from Elsevier, Copyright
2019)
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the expense of the methods to cover a large enough area to produce reasonable statistical output in multilayer prints
is still reserved for the researchers rather than for the practitioners. Figure 65(a) (Zhang et al., 2019b) shows an
EBSD-measureα lamellar thickness which we take as input in the computational model. Figure 65(b) (Abaqus,
2021) compiles from experimental solidification maps grainsize and aspect ratio predictions, thermal gradientG and
solidification rateR space.

Can one predict material properties for a printed specimen largely based on material multiscale methods? To
the authors’ knowledge, while reasonable progress has beenmade worldwide, a pure virtual highly predictive tool
chain is not quite achievable. Instead we have relied in thisstudy on micromechanics informed phenomenological
models that predict Young modulus, yield stress, and ultimate strength based on volume fractions of solid phases and
grain sizes/thicknesses. Combining all these micromechanics pieces of information we have calibrated from those a
Ramberg–Osgood plasticity model which predicts yield and strength behavior reasonably well for both as printed and
heat treated specimens (Fig. 66).

(a) (b)

FIG. 65: (a) Histogram of measuredα thickness from image processing of EBSD (reprinted from Zhang et al., 2019b, with
permission from Elsevier, Copyright 2019). (b) Solidification map forβ grain morphology prediction (Abaqus, 2021).

FIG. 66: Overview of micromechanics inspired elasto-plasticity/ultimate strength model and comparison between numerical pre-
dictions and experimental test data (reprinted from Zhang et al., 2019b, with permission from Elsevier, Copyright 2019)
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4.3.5 Metal Surface and Roughness Model for Electromagnetic Simulation

In Section 2.8.2 we described the concept of compact models to efficiently model reflection and transmission from a
material setup by means of equivalent surface elements withno thickness. In many applications, the field transmission
is actually of less (or no) interest compared to the reflection. This is the case for dense or high conductivity materials
where, due to the skin effect, the electromagnetic field penetrates the structure only to a very small extent.

For these scenarios—encountered virtually in any microstrip circuit, filter, or antenna design—we developed the
lossy metal and the general surface impedance material models. These release the ideal perfect electric conductor as-
sumption in favor of a more realistic modeling of metal and lead to a more accurate simulation result for S-parameters,
circuit insertion losses (Fig. 67) (Tao and Scharf, 2015), quality factor, and radiation patterns.

The material model for metals can either be described analytically (when conductivity is given) or imported from
measurement and previous simulations. To smoothen measurement noise and ensure causality and passivity of the
final model a vector fitting algorithm is applied as a preprocessing step.

With the increasing application frequency (e.g., high resolution radar, 5G, electro-optical devices) more complex
models have to be considered which also take the metal surface roughness into account.

There are some classical approaches to deal with metal roughness, such as the Hammerstad–Jensen (Hammerstad
and Jensen, 1980) and the Huray snowball formulation (Huray, 2009), which are also available in our material module.

But even if widely used, the underlying hypotheses for thesemodels are not always met in current applications.
This is true especially for the operating frequency and the roughness root mean square, resulting in nonrealistic
saturation effects.

To overcome these limitations we adopted a modern formulation, the so-called gradient model (Gold and Helm-
reich, 2017). This senianalytical model starts from a stochastic representation of the rough surface and still only
requires a few input parameters which are generally found inthe vendor datasheet.

The obtained surface impedance result is guaranteed to be causal and passive. In comparison to the nonroughness
case it shows a change in both the real and imaginary part of the impedance. The former is responsible for the
increased losses, the latter for a resonance frequency shift. Both effects have been inspected and confirmed from
measurement up to the 100 GHz range (Gold and Helmreich, 2017).

4.4 Rock/Porous Media Characterization

As a major application of porous media (PM) fluid flow simulation, digital rock applications have been developed
over the past years based on X-ray microtomography (microCT) imaging technology that allows capturing pore-scale
3D structures of reservoir rocks at the micrometer scale. Flow simulation methods, such as the lattice Boltzmann
method (LBM) for single-phase and multiphase flow, have beenproved (Jerauld et al., 2017) a valuable addition to
conventional laboratory rock characterization, in terms of time, cost, and to improve planning, such as enhanced oil
recovery scenario analysis. A multiscale fluid flow workflow LBM extension, as described in Section 2.7, is needed

FIG. 67: Printed loadboard design and insertion loss (based on Shlepnev and McMorrow, 2011; based on Moreira et al., 2006)
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to enable fluid flow simulation in cases of genuine multiscalepore structure, as found in certain rocks. Here, we show
two examples of such cases: a carbonate rock, and a shale rock.

The application of this multiscale workflow to an Indiana limestone carbonate sample is detailed in Fager et al.
(2021); here we only present a summary of the main results. First, a small subvolume of the microCT model is selected
in order to compare with a registered model. A registered model is a fully resolved dual porosity model, in this case
constructed by scaling the microCT model by a factor of 10×, and replacing the PM regions by copies of a 3D PM
model, using periodic mirror boundaries that enforce full connectivity of the PM pore structure. We show the images
in Fig. 68, bottom from left to right: standard single-scale(no PM regions), registered-synthetic, registered-confocal,
and multiscale-PM confocal porosity, where synthetic/confocal correspond to two choices of possible 3D PM models
used in the PM regions. The simulated fluid flow property is a water/oil capillary pressure imbibition curve, shown in
Fig. 68 (top), where our multiscale results show agreement with the fully resolved registered models, and all of them
are quite different from the single-scale result that does not take into account the additional connectivity for fluid flow
provided by the ignored PM regions, considered impermeablesolid in this case.

Next, a larger volume for this carbonate sample is used for the imbibition simulation. Registered models become
impractical at this point, and only results from single-scale and multiscale simulation are shown in Fig. 69, where
again we observe that the addition of the PM connectivity enables the injected water to better mobilize the oil in the
resolvable pores. These results are in agreement with the experimental measure value ofSw = 62% atPc = 0. We
also show separately the pore/PM contributions to the totalsaturation and capture in Fig. 69 (insets) four sequential
time snapshots in the water/oil displacement, water being injected from the bottom.

A second illustration of our multiscale digital rock workflow is to predict shale matrix permeability (Zhang et al.,
2020), that combines first-principles molecular dynamics (MD) and LBM multiscale flow simulations, as illustrated
in Fig. 70. Inputs are molecular models for the organic shalecontent, shale 3D microscopy images, fluid composition,
pressure, and temperature. By complementing the flow in the image resolved pore regions with flow in the unresolved
pore organic regions, also referred to as PM regions, the overall estimation of the shale matrix permeability can be
improved.

The molecular modeling is summarized in Fig. 71. A simulation box containing a number of kerogen molecules
is used to construct an organic matter condensed structure,by simulating the NPT ensemble using MD. Density and
porosity of the condensed kerogen structure obtained are comparable with published data. Gas adsorption isotherms
of methane in these kerogen structures are computed at different pressure and temperature conditions using the grand

FIG. 68: Carbonate subvolume multiscale simulation and comparisonto single-scale and registered models

Volume 19, Issue 3, 2021



56 Bi et al.

FIG. 69: Carbonate large-volume multiscale simulation, contributions from pore/PM, and four time snapshots

FIG. 70: Multiscale workflow combines LBM flow with molecular simulations for unresolved pore permeability in PM regions

FIG. 71: Molecular simulation of Kerogen structure, methane adsorption, and diffusion coefficient

canonical Monte Carlo (GCMC) method on the µVT ensemble. Based on the configurations obtained from the GCMC
simulation, a MD simulation in the NVE ensemble is used to compute the self-diffusion coefficient of methane
through kerogen from the resulting trajectories.

Finally, as illustrated in Fig. 72 (left), considering several realizations and model size convergence, an effec-
tive kerogen permeability to methane is computed from the self-diffusion coefficient and used as input in a LBM
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FIG. 72: Diffusion coefficient (left) and overall shale permeability (right) simulation results from multiscale LBM

multiscale flow simulation model to predict overall shale matrix permeability; see Fig. 72 (right). Results for the
overall shale sample permeability are more realistic when kerogen permeability is included, which is only possible
by using a multiscale workflow.

4.5 Biological Tissue

4.5.1 Micromechanics Informed Biological Soft Tissue Modeling

Biological tissues are anisotropic. Collagen fibers are keyingredients in the structure of arteries. For the artery as an
example, in the middle layer, they are arranged in two helically distributed families with a small pitch and very little
dispersion in their orientations (i.e., they are aligned quite close to the circumferential direction). By contrast, in the
adventitial and intimal layers, the orientation of the collagen fibers is dispersed.

To model anisotropic tissues, phenomenological models andmicrostructural approaches can be used. Phenomeno-
logical models describe macroscopic behavior but provide lower fidelity for practical design applications. The mi-
crostructural approach determines the macroscopic mechanical response of the tissue from its underlying components
and provides higher fidelity to elucidate structure and function relations. The Lanir and Sacks microstructural con-
stitutive model (Lanir, 1983; Sacks, 2003) is implemented in Abaqus which considers fiber recruitment and fiber
orientation in a fiber network embedded in an incompressiblematrix.

The total strain-energy potential is decomposed into a network of fibers consisting of fibers with varying waviness
and orientation and an incompressible matrix. We start withthe actual mechanical strain calculation for a single
fiber by undulated initial assumption and straightened by stretch. The single fiber starts to transmit load after it
stretches beyond a certain straightened strain. Stress is calculated with linear elastic behavior when stretched. Gradual
recruitment of straightened fibers with different wavinessis modeled with a recruitment density distribution function
D which attributes to a nonlinear stress strain behavior. The recruitment density distribution function describes the
varying degrees of undulation of individual fibers and the ensemble strain-energy potential is described as the sum of
individual strain energies weighted by the distribution ofslack strains. Last, the ensemble response is homogenized
to the tissue level by defining the network fiber strain energyas the sum of strain energy of fiber ensembles, weighted
by an orientation distribution functionR (Fig. 73).

This multiscale material model is implemented in Abaqus viainvariant-based strain-energy potential user subrou-
tines (UANISOHYPERSTRAIN) (Kaul et al., 2014). The model can be used together with Mullins effect to include
stress softening (damage) behavior, and viscoelasticity to include rate effects. We define the strain-energy potential
of an anisotropic hyperelastic material as a function of Green strain and volume ratio. The component of strain is de-
fined by *ORIENTATION, where the fiber mean orientation information comes in. Given the following inputs to the
multiscale material model—matrix as an incompressible neo-Hookean material, linear modulus of fiber, and param-
eters to describe fiber-recruitment distribution and fiber-orientation distribution—we are now able to investigate the
macroscopic effects from microstructural properties. We simulated the suture stretch test and compared fiber orienta-
tion prediction to measurements from small-angle light scattering (SALS) (Billiar and Sacks, 1997). Good agreement
was achieved about the reorientation of the preferred fiber direction towards the direction of stretch, and the amount
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FIG. 73: Implementation of Lanir and Sacks microstructural model that considers fiber recruitment and fiber orientation in a fiber
network embedded in an incompressible matrix in Abaqus

FIG. 74: Simulation result of suture stretch test using the microstructural model in good agreement with experimental measure-
ments

of increase in the degree of fiber alignment (Fig. 74). The experimentally determined mean preferred fiber direction
increased about 48°; the simulation predicted increase about 54° with 12% differences (Waldman et al., 2002).

4.5.2 Skin Penetration Model at Molecular and Biological Tissue Scales

Skin barrier properties are essential in various fields of research, in toxicology and risk assessment for preventing the
uptake of harmful substances, in medical drug administration via transdermal delivery, and in the design of cosmetic
products (Schwöbel and Klamt, 2019).In vivo and in vitro measurements are difficult to conduct; on the one hand
they are expensive and time consuming, and on the other hand there are ethical and regulatory reasons. A new area of
interest is the dermal penetration through variable skin systems, which can be obtained by the COSMOplex method
in an efficient way (Klamt et al., 2019), not limited to the normal skin, but including hydrated skin systems, systems
enriched by penetration enhancers, or even compromised skin systems (Schwöbel and Klamt, 2019).

The mechanistic skin penetration model is constructed as a set of parallel and serial resistors, bridging the micro-
scopic scale, with its three-dimensional interactions on amolecular level, and the biological pathways on a cellular
level at micrometer scale, as shown in Fig. 75. The cellular scale reflects cell shapes, cell and tissue sizes, and tor-
tuosities from layered structures of cells and corneocytes. Molecular interactions between the penetrant and matrices
present in the different parts of the skin (lipids, phospholipids, proteins, plasma, stroma, etc.) are calculated by the
statistical thermodynamics method conductor-like screening model for realistic solvation (COSMO-RS) (Klamt et
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FIG. 75: Biophysical tissue model of the pathways involved in the skin penetration process (left) and biochemical matrices
involved (right), with particular partitioning and diffusion related parameters predicted at the molecular scale by COSMO-RS
therein

al., 1998). The particular matrices are shown on the right-hand side of Fig. 75, e.g.,stratum corneumlipid struc-
ture, cornified envelope, and phospholipid membranes of cells in the viable epidermis, plus mostly aqueous media
in corneocytes, cell plasma, and the interstitial space. More in detail, permeabilities related to matrix:water parti-
tion coefficients and matrix-specific diffusion coefficients are calculated systematically by the efficient COSMOperm
method (Schwöbel et al., 2020), capable of accounting for local microstructures, with calculational times of a few
minutes despite its subatomistic nature at a quantum chemical level. The extended model in Fig. 75 contains the der-
mis and subcutaneous compartment in addition to the original model. Here, absorption by the collagen fiber matrix
is predicted by partition coefficients to structural proteins by protonation state-specific COSMOσ moments (Bitter-
mann et al., 2018), corrected by the slightly lower affinities of typical organic molecules to collagen as compared to
structural proteins in muscles (Endo et al., 2012). Geisleret al. (2015) showed that COSMO-RS is the most predictive
method to obtain the partitioning into storage lipids, especially for complex compounds. Storage lipids are present
abundantly in white adipocytes of the subcutis, and are relevant to describe the controlled release of drugs injected
subcutaneously.

Formulation related vehicle effects are directly accounted for via COSMO-RS (r2 = 0.94), i.e., the influence
of the topically applied formulation containing the activeingredient, which can alter the skin penetration rate by
several orders of magnitude. Diffusion coefficients (r2 = 0.82) and free energies related to partitioning (r2 = 0.94)
are validated against molecular dynamics simulations (Lundborg et al., 2018), and the resulting skin penetration rate
against experimentallog10(Kp) values, with an accuracy ofrmse= 0.33 for thestratum corneummembrane alone, or
rmse= 0.72 for the humanex vivo/in vitro epidermis membrane. Even more, the model is able to capture the effects
of various skin types, e.g., different levels of hydration or the effect of skin penetration enhancers.

4.5.3 Modeling of Ionic Channels in a Heart

Drugs can induce lethal arrhythmias in the heart, such as torsade de pointes. The risk evaluation of a new compound
is costly and can take a long time, which hinders the development of new drugs. Multiscale ionic channel modeling

Volume 19, Issue 3, 2021



60 Bi et al.

can help quickly access the cardiac toxicity of new and existing drugs. The input of the model is the drug-specific
current block from single-cell electrophysiology and the output is the spatiotemporal activation profile and associated
electrocardiogram. The mechanism of electrophysiological abnormalities propagation from specific channel block-
age, via altered single-cell actin potentials and prolonged QT intervals, to the spontaneous emergence of ventricular
tachycardia in the form of torsades de pointes can be revealed and studied.

First, the electrophysiology of the cardiac tissue is represented by the spatiotemporal evolution of the transmem-
brane potentialφ following the reaction-diffusion governing equation:

φ̇ = div(D · ∇∅) + f∅. (12)

For the flux term,div(D · ∇φ), we assume an anisotropic conductivityD with a fast contribution parallel to the
myocardial fiber direction and a slow contribution perpendicular to it. For the source term,fφ, we use different ionic
models for different cell types and introduce the source as the ionic current scaled by the membrane capacitance. To
solve the governing equation [Eq. (12)] we exploit the structural similarities of the electrophysiological problem with
a heat transfer problem with a nonlinear heat source in Abaqus Unified FEA (Abaqus, 2021).

The ionic currents are functions of the membrane potential and a set of state variablesq(θ). The state variables
obey ordinary differential equations as functions of the transmembrane potentialφ and their current valuesq.

Bi-ventricular model of a healthy 21-year-old, 50th percentile U.S. male human heart is used for this study
(Fig. 76). The O’Hara–Rudy model is adopted for the ventricle cells, and the Stewart model is adopted for the
Purkinje fiber network. The O’Hara–Rudy model is based on 15 ionic currents, for example, the L-type calcium
currentICaL, the fast and late sodium currentsINa, the calcium sodium and calcium potassium currentsICaNa and
ICaK, etc., and 39 state variables. The fast sodium currentINa is replaced with the ten Tusscher model to model
the propagation in tissue scale simulations. The model is parameterized to account for regional specificity for three
different ventricle cell types: epicardium, midwall, and endocardium cells. The Stewart model enables self-excitation
without external stimulus based on 14 ionic currents and 20 state variables. Figure 77 shows the single-cell action
potential for ventricular cardiomyocytes on the left and Purkinje fiber cells on the right. The ventricle cell model
distinguishes between endocardial, midwall, and epicardial cells (Fig. 77).

The finite element model solves the governing equations by discretizing the transmembrane potential as nodal
degrees of freedom, and the ionic currents and gating variables as internal variables. Tissue anisotropy is included in
the flux term by fiber definitions and choice of isotropic and anisotropic conductivities. For the source term, a body
flux subroutine incorporates the ionic currents in the solidelement formulation. To account for regional specificity in
cell type, a series of Laplace problems are simulated using the ventricular model with three sets of essential boundary
conditions at the epicardial and endocardial surfaces. ThePurkinje fiber network is created to densely cover the
endocardium using the user element for modeling the discretized governing equations. The effects of the drugs on

FIG. 76: Finite element model of left and right ventricles with very refined mesh, three layers, and the Purkinje fiber network used
for multiscale modeling (reprinted from Sahli Costabal et al., 2018, with permission from John Wiley & Sons, Copyright 2018)
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FIG. 77: Single-cell action potential for human ventricular cardiomyocytes and Purkinje fiber cells implemented in Abaqus
(reprinted from Sahli Costabal et al., 2018, with permission from John Wiley & Sons, Copyright 2018)

single-cell potentials are modeled by selectively blocking the ionic currents. The degree of block of individual ion
channels is measured experimentally and fitted to Hill-typeequations to estimate fractional block.

Figure 78 shows the excitation profiles and electrocardiogram recordings for baseline and drug treatment with
ranolazine and quinidine from the multiscale simulations.Black arrows in the electrocardiograms indicate the time
points of the ten excitation profiles of each sequence. Compared to baseline with a return to the resting state within
460 ms, drug treatment with ranolazine delays the repolarization period and the return to the resting state takes 505
ms. In both cases, excitation is driven by the Purkinje network, with repeated, similar depolarization patterns every
1000 ms. Drug treatment with quinidine triggers a sequence of rapid, widened irregular QRS complexes with varying
activation fronts from right to left, from base to apex, fromleft to right, and from apex to base, before the heart returns
to its resting state at 4750 ms (Fig. 78).

5. MULTISCALE MATERIALS—OTHER APPLICATION AREAS

It is often the case that engineered components or complex products are made of many materials interacting in the
complex multiphysics/multiscale sense. In this section wereview a handful of such applications, as in the previous
section, without being able to reference our industrial partners.

FIG. 78: Excitation profiles and electrocardiogram recordings for baseline and drug treatment with ranolazine and quinidine
(reprinted from Sahli Costabal et al., 2018, with permission from John Wiley & Sons, Copyright 2018)
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5.1 Tire Reinforcements

Tires are highly complex, mission critical composite structures that routinely operate in extreme environmental and
loading conditions. They must be engineered to satisfy a long list of challenging, and often competing, design criteria.
Criteria include good wear and handling characteristics over a range of surface types and weather conditions, surviv-
ability during extreme events, e.g., hitting a pothole, lowrolling resistance for improved gas mileage, quiet operation,
and economically feasible manufacturing costs.

In the tire industry, the phrase “magic triangle” refers to the competing goals of minimizing rolling resistance
while at the same time maximizing traction and wear (Flanigan et al., 2011).

To remain competitive, tire manufacturers continually modify and improve their designs. They must meet the
constantly shifting requirements from the automobile, truck, and aircraft industries and from safety and environmental
regulations that exist in a wide range of global economic regions. Tire engineers rely heavily on numerical simulations
to meet these design challenges.

SIMULIA is the recognized world leader in tire simulation technology. We offer a wide range of advanced
material and friction models and specialized procedures for quickly generating complex tire models, including ply
reinforcement and tread designs. We support a wide range of modeling procedures for the manufacturing process,
footprint simulations, steady-state operating conditions (both implicit and explicit time integration), standing waves,
hysteretic heat generation, extreme impact events, hydroplaning, and acoustics.

Most pneumatic tires are reinforced with embedded plies, belts, and beads, as illustrated in Fig. 79 (see https://
www.firestonecompleteautocare.com/blog/tires/what-are-different-parts-of-a-tire/).

Abaqus offers a complete set of rebar modeling features thatallow you to economically capture the small-scale
structural response of embedded reinforcements in a large-scale model. These features include rebar layers in shell,
membrane, and surface elements. Solid elements are reinforced using embedded element constraints. Rebar layers
have material properties that are independent of the host elements and they can accurately capture shearing effects
that occur in large deformations. To simplify the modeling process the ply geometry can be conveniently specified
with respect to the “green,” or uncured, tire configuration.The tire lift equation provides mapping from the uncured
geometry to the cured geometry (see Fig. 80).

To improve tire wear characteristics, it is common practiceto added silica to the rubber (Flanigan et al., 2011).
Embedded silica particles typically have a much higher modulus than the rubber matrix and thus increase the homog-
enized stiffness of the tire.

Figure 81 outlines a workflow in which a periodic unit cell of arubber matrix filled with particles, modeling silica,
is used to generate a virtual global response of a filled material using the SIMULIA FE-RVE technology discussed in
Section 2.9. A Yeoh hyperelastic material with linear viscoelasticity is calibrated to the FE-RVE response data using
the Material Calibration app discussed in Section 3.2. A footprint and rolling analysis of a typical automobile tire
is subsequently performed using both the filled and unfilled materials. As expected, the stiffer response of the filled
material leads to a smaller tire deformation and modified footprint pressure.

FIG. 79: Typical tire cross section
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FIG. 80: Lift equations for mapping from uncured to cured tire geometry

FIG. 81: Sample multiscale calibration workflow for a filled rubber and subsequent tire simulation

5.2 Helicopter Rotor Blades via Multiscale Materials

Multibody simulation (MBS) software systems are used across all industries for the design of wind turbines, aircrafts,
automotive and rail vehicles, in the field of general machinery, and for further purposes. Multibody simulation deals
with the dynamic behavior of complex mechanical systems or the interactions of the components of these systems.
On the other hand, the finite element method (FEM) is the standard to determine deformations, mechanical stress,
etc., of individual components of such systems. Increasingly, product development requires a concurrent use of these
simulation domains, since the deformation of individual components and the behavior of the entire mechanical system
might significantly influence each other.

This is especially true for helicopter rotor blades, which,integrated into the mechanical system model of a
helicopter, are subjected to tremendous Coriolis forces, centrifugal stiffening, and aerodynamic forces, and finally
the coupling of flap, lag, and torsional deformation making it necessary to consider structural elasticities with high
accuracy at a low computational cost.
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In contrast to high-resolution finite element methods, it isa strength of multibody system models to describe
complex mechanical systems with a comparatively small number of degrees of freedom, which leads to a low com-
putational effort and suits it to the validation of various designs. The increasing knowledge during the design process
can be accounted for easily by an increasing level of detail of the MBS and FEM models.

For a wide range of application areas in which the assumptionof small deformation and linearized material laws
is sufficient, most MBS solvers use the floating frame of reference formulation for modeling linearized structural
flexibilities, in which a modal deformation field is superimposed on finite rigid body motion. The modal deforma-
tion field, inertia invariants, modal stiffness, and damping are generated in the FEM software and passed on to the
multibody system model. The setup of such flexible body representation is almost automated.

A nonlinear reduced order modeling technique has been developed for use in multibody systems when compo-
nents of a mechanical system exhibit large deformation effects. So far, this technique is available for wind turbine
rotor blades and torsion beam suspensions of automotive vehicles. However, such nonlinear reduced order models
cannot be used yet for rotor blades of helicopters due to an insufficiently accurate description of the inertia for-
ces.

The obvious abstraction level for a rotor blade is that of a beam structure. Composite beam theory offers an
alternative for modeling flexible helicopter rotor blades.This features in-plane and out-of-plane deformations of the
cross sections and finite deformations of the axes of the beamelements (Han and Bauchau, 2015). The constitutive
equations of such a beam structure can be computed from a linear finite element model that represents the flexibility
of the different materials of a cross section such as woven-,long fiber-, core, and other materials, which enables
an automated transition to the logical scale. The accordingcross-sectional analyses yield the material matrix for all
directions of bending, torsion, and axial deformations andrecovery relations allowing the computation of the three-
dimensional cross-section deformation from the deformation of the beam axis and stress and strain from the stress
resultants after completion of the multibody system analysis.

Based on a 3D model built with the CATIA apps on the3DEXPERIENCE Platform a blade of the main rotor with
material assignments was converted into a beam representation by a script, which has been implemented as a proof of
concept. To run this script the user specifies the beam discretization of the blade model, parameters for setting up the
mesh for the cross-sectional analyses such as element type and size, and output requests such as the field variables for
which data shall be recovered in the post-processing of the multibody simulation. The rotor blade generation script
first generates cross-section geometry in the middle of eachbeam element, meshes each cross section, triggers the
cross-sectional finite element analyses, and passes finallytheir results, the material law, cross-sectional inertia data,
and recovery relations on to the multibody system model along with a complete nonlinear beam representation. The
entire abstraction process from the 3D model towards a 1D structural beam model was fully automated (Fig. 82). The
beam representation has been validated against 3D finite element models. Even accurate local stress and strain data
can be extracted for almost prismatic structures.

A multibody system model of the BO 105 multipurpose light helicopter was set up to demonstrate the workflow
for the validation of design variants of an entire mechanical system through simulation (Fig. 83). The mechanical
model of the helicopter was first set up in the CATIA apps of the3DEXPERIENCE Platform and then converted into
a multibody system model. The flap and lead-lag hinges of the four composite rotor blades are represented by the
elastic bending properties of the blade roots. Their correct modeling in the multibody system model is prerequisite to
replicating the behavior of the helicopter with sufficient accuracy. Finally, the multibody system model was coupled
with the comprehensive versatile aeromechanics simulation tool (VAST) of the German Aerospace Center (DLR)
by cosimulation. A total of 20 collocation points were distributed over the radius of the main rotor to exchange
deformation, lift and drag forces, and the aerodynamic torque. Pilot inputs are propagated to the pitch angles of
the main rotor blades through a detailed model of the mixing lever assembly and the swashplate. Similarly, rigid
representations of the tail rotor blades have been coupled with VAST.

Trim calculations for various forward flight velocities showed an acceptable match between simulation and flight
test data for the collective and longitudinal main rotor blade control angle, whereas the lateral control angle for higher
flight velocities did not match the test data. A reason for deviations in the required lateral control angle at high flight
velocities is the influence of the fuselage on flow velocitiesat the rotor, which is not yet included in VAST. Further
flight maneuver simulations are described in Mindt et al. (2019).
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FIG. 82: Workflow proposal for a rotor blade analysis from 3D CAD modeling via automated beam model generation, multibody
system analysis, and recovery of deformation and stress

FIG. 83: Multibody system model coupled with the aeromechanics codeVAST of the DLR for flight maneuver simulation

The German Federal Ministry for Economic Affairs and Energyfunded the work presented in this section under
support code 20H1506. The responsibility for the content ofthis section lies with the authors.
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5.3 Battery Porous Electrode Theory Models

Li-Ion batteries are at the core of the worldwide impetus on electrification that is prevalent in many industries, partic-
ularly in automotive and high tech. For engineering purposes, the typical battery cell construction (Fig. 84) involves
scales from the submicron level as associated with active particles in anodes/cathodes, connected up to tens of mil-
limeters (or even a meter) as associated with the entire cell. Predictive simulation methods (Abaqus, 2021) solve
effectively and accurately the concurrent scales problem by employing a FE2 method rooted in the porous electrode
theory (Newman and Thomas-Alyea, 2004).

The multiscale/multiphysics nature of the problem is described succinctly in Fig. 85. There are several mate-
rial multiscale aspects that require simultaneous solution: (1) A diffusion in solid particles (assumed spherical) at
microscale on particles with characteristic dimensions from 0.1 to 20 µm. This diffusion models intercalation/de-
intercalation cycles and it is associated with solid phase transformations that have a significant influence on the non-
linearity of the diffusion coeffcients and the overall mechanical swelling of the particles; (2) reactive electrochemistry
at the wetted particle surface coupling the macroscale electrochemistry involving electric potentials and concentration

FIG. 84: Li-Ion battery cells—a prime example of multiscale behavior. From 0.1 m to 1 µm by the nature of the manufacturing
process and reactive powders included (Abaqus, 2021).

FIG. 85: Li-Ion battery cells—a schematic representation illustrated in a charge scenario (top left). Governing equations in fully
coupled thermo-electrochemistry-mechanical involve scales involving five orders of magnitude requiering FE2 solver technology
(Abaqus, 2021).
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in the electrolyte to a de-homogenized flux driving the intercalation/de-intercalation process; (3) a multiphysics ho-
mogenization method to impose the overall conservation of Li to realize the interplay between the different scales.
Swelling at particle level drives overall deformation of the electrodes/cell leading to evolutions of the macroscale
porosities and tortuosities which in turn affect the overall macroscale diffusion. Some results, Li diffusion/migration,
and electron conduction schematics are illustrated in Fig.86.

The need for increased energy densities in battery cells is driving a lot of research worlwide. One such direction
involves Si-based anodes which hold the potential of increasing stored capacity multiple-fold with incredible potential
benefits to engineering applications (e.g., increased driving range in automobiles). However, the lithiation processin
Si is accompanied by a very large volumetric swelling and stress development (Kumar et al., 2017) which leads to
premature degradation in usual charge/discharge cycles. Discrete element methods combined with finite elements
techniques as illustrated in Fig. 87 can provide additionalinsights in behavior at the submicron scale.

FIG. 86: Li-Ion battery cells—a schematic representation illustrating the field variables being solved in a multiscale FE2 sense;
sample results for Li-Ion concentration in the electrolyte(cell scale) and particles at microscale (top right); cartoon representation
of a tortuous path of travel of Li-Ion and electrons follow ina functional battery (Abaqus, 2021)

FIG. 87: Pseudo-manufacturing model of active anode particles (left); lithiation model for various weight fractions Si, and graphite
mixtures illustrating one of the grand challenges of Si-based anodes architectures—large swelling leading to reducedbattery life
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5.4 Battery Electrolyte Characterization: From Atoms to Ce lls

In this case on liquid battery electrolytes, we create a direct and complete in silico link between the chemical formu-
lation (e.g., the recipe) of an electrolyte solution and theoverall performance of the battery cell. Current commercial
electrolytes are typically based on a carbonate solvent with LiPF6 acting as a salt and a range of different additives
(Ecker et al., 2015a,b). These additives play an important role in the battery performance and in controlling degra-
dation, for example, to avoid formation of toxic HF (Okuno etal., 2016), help form the solid electrolyte interphase
(SEI) (Han et al., 2015), or to provide chemical protection against overcharging (Buhrmester et al., 2005), among
many other uses. The key challenge with these additives is that all components of the electrolyte composition also
affect its charge transport performance and are intrinsically linked to the overall battery cell performance. The for-
mulation of electrolytes therefore is a multiobjective optimization required for each cell chemistry. At the same time,
it is done relatively late in the materials development cycle and on time scales much shorter than the multiple years
typically required to design and scale up other battery materials such as a new cathode or anode chemistry.

This multiobjective optimization problem is a prototypical use case for multiscale modeling. Validated molecular
modeling workflows make it possible to screen different additive candidates for chemical properties. For example,
BIOVIA Materials Studio (2021) has been used extensively tocompute the electrochemical stability of many different
candidates (Halls and Tasaki, 2009). To enable the multiobjective study of the electrolyte with a direct link to the
overall battery cell performance, it is essential to establish a direct link between the electrolyte formulation and
charge/discharge curves of complete battery cells. This section summarizes the multiscale connection introduced in
detail by Hanke et al. (2020), with a focus on the different methods used to obtain the charge transport properties of
Li-Ion solutions for different concentrations and temperatures.

With molecular scales, we begin by translating the solvent formulation into numbers of molecules from which
we can build a simulation cell using the Monte Carlo based Amorphous Cell Module in Materials Studio (Akkermans
et al., 2013). The key ingredients are provided as mass ratioof ethylene carbonate (EC, molecular weight 88.1 g/mol)
and ethyl methyl carbonate (EMC, molecular weight 104.1 g/mol). We also add varying pairs of Li+ and PF−6 ions
into the cell to account for the concentration dependence. We found it sufficient to use approximately 200 molecules
in total. For each simulation cell, an initial MD simulationis run for 100 ps using an NPT ensemble (e.g., keeping
the number of molecules constant, and applying a barostat toapply a constant pressure of 0 and a thermostat to keep
a constant temperature) with the COMPASS suite of force fields in Materials Studio (Sun et al., 2016; Akkermans et
al., 2020). This calculation will provide the density of thesolution, from which we can calculate the concentrationc
(in mol/l) of the salt solution—an essential parameter for the Newman model simulations.

To obtain the charge transport parameters, we continue witha longer 5 ns MD simulation in an NVE ensemble
(constant number of molecules, volume, and total energy). The diffusionD± coefficient for an individual ionic species
is calculated by averaging the mean square displacements∆R2(t) of the ions over time and applying the long-time
random walk relation,limt→∞

〈

∆R2(t)
〉

= 6Dt. The angled brackets denote the average over all ion displacements
and time intervals available in a MD trajectory. The partialconductivity for individual ionic species is now calculated
using the diffusion coefficient and the Einstein relationκ± = D±ce

2NA/kBT ; heree is the charge of an electron,
NA is Avogadro’s number, andkB the Boltzmann constant. The overall conductivity is calculated by summing partial
conductivities over all ion species. The transference number for Li-Ions is obtained from the relative contribution of
Li to the conductivity, e.g.,t+ = D+/(D+ +D−).

So far, we covered a single simulation cell for a single temperature at a single concentration value. The full
parameterization of an electrolyte requires averaging over several different simulation cells for eachc/T pair and
then repeating the entire analysis over several different concentrations and temperatures. Finally, the global results
are fit into a single-model parameterization representing the electrolyte. The entire workflow is detailed in Hanke et
al. (2020). To achieve all of these calculations, it is imperative to automate the calculations as much as possible, done
here using protocols in BIOVIA Pipeline Pilot (2021) which allows users to go directly from the number of molecules
to the final electrolyte transport relations in a single-user interaction. At the same time, it is essential to keep trackof
important simulation details, for example, to allow users to track the statistics. This information must be available both
on the level of an individual trajectory and for the global calculation of the temperature- and concentration-dependent
charge transport properties. Figures 88(a)–88(d) summarize the results of the workflow so far.
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(a) (b) (c)

(d) (e)

FIG. 88: Linking the motion of individual Li-Ions to battery cell performance

At this stage, we have obtained the charge transport properties for a liquid electrolyte directly from its formula-
tion using only molecular dynamics simulations. We can now use the resulting charge transport model in our Newman
model implementation in the Dymola battery library or in Abaqus as described previously, with the remaining param-
eters of the Newman model taken from existing measurements by Ecker et al. (2015a). The results of this calculation
are shown in Fig. 88(e) and show quantitative agreement withmeasured battery cell performance data for a discharge
rate of 1 C (e.g., complete discharge of the cell in 1 hr) and for different temperatures. The same approach provides
quantitative agreement with measured voltage traces for both fast charging and at low temperature.

Overall, this multiscale workflow enables the multiobjective in silico design and optimization of electrolytes for
a number of different chemical characteristics as well as charge transport properties. This is particularly important
for controlling long-time degradation of the battery, which is to a large extent controlled by the (electro-) chemical
behavior of individual electrolyte molecules. While improving the longevity of the electrolyte, it remains essentialto
optimize the charge transport properties of the battery as well.

6. MACHINE LEARNING

There is no doubt that machine learning is infiltrating into many fields of study as a promising technology. In the field
of multiscale materials modeling, machine learning approaches are gaining popularity to extract constitutive laws
from lower-scale computations as well as to construct surrogate models for efficient calculation of microstructure
responses. For example, Rocha et al. (2021) used an active learning framework to accelerate concurrent multiscale
(FE2) analysis. The framework was concluded promising to reducethe computational cost of FE2 with limitations
such as being unable to handle nonmonotonic strain paths. Machine learning can also be employed for computational
materials design ensembling computational techniques spanning quantum chemistry, molecular dynamics to contin-
uum scale. Mortazavi et al. (2020) used machine learning to model interatomic potentials enabling first-principles
multiscale modeling where no viable classical modeling alternative is available. Despite many publications, machine
learning in the multiscale material modeling faces challenges. While providing accurate prediction within the training
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data range, the model may become unconstrained and inaccurate outside the training data regime. Machine learning
needs big data and it is difficult to transform the current physical testing system to keep up with the thirst for data. It is
difficult to include added complexity such as nonmonotonic loading and history dependence, and to extract physically
meaningful quantities to infer the material state. This section presents a few numerical examples focusing on how to
train a proper machine learning model to tackle some of the above challenges.

6.1 ANN Approach for Hyperelastic Material Modeling with St ability Constraint and Extrapolation
Capability

We use a multilayer perceptron ANN to model the strain-energy potential with respect to the strain invariants. The
inputs are the strain invariantsI1, I2; the output is the strain-energy potentialU (Fig. 89). The neural net connects the
inputs to hidden layer/layers and then to the output layer through activation functions. Experimental measurements
or virtual simulations can be used to create the training database. In this case, the uniaxial, biaxial, and planar test
data are used to train the machine learning model. The weights and biases of the neurons are optimized through the
training of the network driven by the data and a multilayer function can be extracted from the trained neural network.
Due to the high flexibility of the neural network, it is mostlyguaranteed that the mathematical model matches very
well with the test data. However, out of the range of available data, the response may become unconstrained and
unstable. Proper selection of the activation function based on physics could improve the extrapolation capability of
the trained machine learning potential. In this case, sincethe stress is the derivative of the potential with respect tothe
strain, in order to improve numerical stability, the derivative of the activation function with respect to strain should
monotonically increase as strain increases. Therefore, the softplus activation function is a better choice in this case as
compared to a tanh activation function. Another approach toconstrain the machine learning function is to use physical
constraint as added terms in the loss function. In this example, we added a Drucker stability constraint based error
function as a weighted term in the loss function. We are able to improve the stable range of the trained hyperelastic
model with a minimal loss in the accuracy of the model (Table 1).

A different approach is to train the machine learning model to correct the error between the test data and the
best fitting conventional material model, e.g., Ogden3. A Gaussian activation function is used for the neural network
and trained to correct localized errors of the best fitting Ogden3 model within the test data range. The hybrid model
approaches the behavior of the Ogden3 as strain moves out of the test data range. This approach guarantees best
fitting between test data and model within a given data range and well understood numerical stability for out of range
strains, e.g., unconditionally stable in this case (Fig. 90).

FIG. 89: Basic structure of a multilayer perceptron model

TABLE 1: Stable nominal strain ranges (based on Du et al., 2021)

Stable Strain Range Without Constraint With Constraint

Uniaxial (–0.26,∞) (–0.38,∞)
Biaxial (–1, 0.051) (–1, 0.5)
Planar (–0.28, 0.38) (–1,∞)
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FIG. 90: Nominal stress vs. nominal strain of the hybrid model (basedon Du et al., 2021)

6.2 Recurrent Neural Network Approach for Anisotropic Plas tic Material Modeling with History
Dependence

We use the gated recurrent unit (GRU) followed by a regular ANN to include the history dependence of anisotropic
plastic materials. Virtual simulations can be performed inbatches for a large number (750 simulations in this case)
of load cases with random loadings and unloadings. The stress and strain histories can be extracted and used as the
training data. The inputs to the GRU are all past histories ofstrains. The GRU extracts from the past strain data the
controlling history variablesh<t−1>, updates them to the current stateh<t>, and feeds into the subsequent ANN
layers for regression modeling (Fig. 91).

The method is applicable to data generated by virtual experiment/microstructure simulations for scale bridging.
However, in order to validate the predictiveness of the RNN approach, we used Abaqus 2D Hill plasticity and 3D
Barlat plasticity as virtual data/ground truth. Figure 92 shows good matching between ground truth simulations using
the built-in Hill plasticity model and machine learning predictions for four new unseen loading histories. Figure
93 shows good matching between ground truth simulations using the built-in Barlat plasticity model and machine
learning predictions for two new unseen loading histories.

These models are implemented into Abaqus through the UMAT and/or VUMAT subroutine interface. The trained
machine learning models are rewritten in the material routines for stress update at the material point, providing the
exact same accuracy in FE simulations as external ML testing, and they do not exhibit issues such as error accumula-
tion as found in some incremental forms of machine learning approaches. These models can be applied to any datasets
including datasets obtained from running RVE simulations for multiscale material modeling. Nevertheless, the above
studies have a heavy focus on machine learning practice, skipping the microstructural simulation and virtual data
generation steps, and merely serve as numerical examples toshow a few ideas on how to tackle some of the common
challenges in using machine learning for a multiscale material model. Other challenges such as errors in discontinu-
ous function machine learning predictions, machine learning error mitigation, or physical measure extraction for the
material state may be tacked with hybrid/physics informed approaches (Bi et al., 2021; Vlassis and Sun, 2021).

7. TOWARDS STREAMLINING MATERIAL MULTISCALE IN ENGINEERIN G PRACTICE

The 3DEXPERIENCE Platform is a collaborative environment that connects designers and engineers in real time.
Users leverage the latest data whenever and wherever needed, increasing collaboration and improving productivity.
Everything including the processes, the data, and the applications can be shared by all stakeholders in a secured

FIG. 91: Basic structure of a GRU model
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FIG. 92: ML predictions (blue) vs. virtual experiments (red) for unseen loadings, validation with 2D Hill (based on Bi et al., 2021)

FIG. 93: ML predictions (blue) vs. virtual experiments (red) for unseen loadings, validation with 3D Barlat (based on Bi et al.,
2021)

environment. The3DEXPERIENCE Platform enables all participants to view and test the product or service at any
stage as they can be experienced virtually. This offers the advantage of being able to make cost-effective changes
quickly and at any time.

The 3DEXPERIENCE Platform portfolio comprises 3D modeling applications, simulation applications, social
and collaborative applications, and IT applications, which enables a streamlined workflow that connects material
designers with simulation engineers of different expertise and also the manufacturers.
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Next we demonstrate the streamlined workflow on the platformwith the example of an end-to-end process
designing an injection molded part with fiber-reinforced composite as shown in Fig. 94. The Plastic Part Design app
can be used by a plastic part designer for the initial design of the CAD geometry. Once the design is complete, the
part is published on the platform; the plastic injection engineer can then access the part on the platform and start
their injection molding simulation in the Plastic Injection app. Design parameters such as the gate locations can be
optimized by an optimization process using the Results Analytics app. Geometry changes may also be recommended
by plastic injection engineers and can be directly reviewedand approved by the designers in real time on the platform.
In the meantime structural engineers can have access to the current version of the CAD design and create a simulation
to test the integrity of the part design and fiber distributions from the injection molding simulation. A customized
process can be used to connect the plastic injection simulation to the structural simulation, in which results mapping
is done automatically during the import of the results fieldsincluding fiber orientation, temperature, and residual
stresses. The entire process from part design to structuralsimulation can be automated using an execution process
and optimal design parameters can be identified and reviewedby all participants of the project.

8. CONCLUSIONS

Inventing a new material is truly “rocket science.” The creative process is driven by brilliant minds working together
often from multiple domains leveraging vastly different science and engineering skills. Most commonly the resulting
work is subject to protective patents regarding the “secrete sauce” behind the recipe. Corporations of all kinds consider
materials development as one of the core assets as far as Intellectual Property is concerned. For that matter public
domain dissemination of best practices, numerical modeling included, does often not reflect entirely the state of a
“production”-related simulation tool chain in an enterprise. This paper is no exception.

There is no doubt that ICME/materials science computational methods often come to the aid of the material
scientist/engineer to complement physical testing/measurements/prototyping for accelerated timelines of productde-
velopment. Some of the techniques are reserved for the dedicated scientist/researcher in advanced research labs, and
others represent core tools used in consulting companies ordedicated departments in industrial corporations, while
others have permeated routine engineering practice.

While we cannot really share most of the interesting applications we have been working on with our customers,
perhaps the description of the methods and applications that we could share can help the reader form an opinion

FIG. 94: End-to-end digital thread for maximized process automation
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of the overall offering. At Dassault Systèmes the effort onproviding advanced, customizable, flexible, and easy to
use simulation tools to help the materials engineer/scientist has been sustained with new advancements with each
release. We embarked on this journey years ago offering commercial solutions at all scales starting fromab initio to
product. We are committed to advancing existing tools and tocreating new ones to extend the penetration of advanced
multiscale methods in daily engineering practice.
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